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The past “The farther back you look,

(Paris, 1888) the further ahead you can see”
' Winston Churchill
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Al viewpoint

L1955 J. McCarthy
“artificial intelligence”

(11957 F. Rosenblatt
Perceptron

1959 A. Samuel
“machine learning”

(11986 R. Dechter
“deep learning”

(11989 G. Piatetsky-Shapiro
“data mining”

2"d Al wi

(12000 I. Aizenberg
“deep neural networks”

(2012 AlexNet...
re-starts the

Pioneering  Independent Pioneering
times evolution times
Early cross

1st Al winter pollination
(late 70s)
independent

\corm bubble

(late 90s)

Future confluence:

. AI-Nat:éve Networking

‘

(11945 V. Bush
“memex”

(11964 P. Baran
“block message”

1974 V. Cerf & B. Kahn
Internetworking

11977 K. S. Narendra
learning automata for
telephone traffic control

(11989 T. Berners Lee
World Wide Web

(J1990s dot com

(12000s all-IP
(12010s cloud-native & loT
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~Let’s make a 1-slide
to the future




- Al as 15t class network citizen &
EtWOI'klng starting point of the equation (Al+)

instead of a later addendum (+Al)

¢ Al Native _

J Networking paradigm where i (as opposite to)
Q exploiting Al is seamless and straightforward o Bespoke and fragile
Q Al is pervasive (and, if needed, ubiquitous) o Suffer chicken & egg
Q Al brings cost effective irreplaceable added value o |ncrease cost

Jd Communication system (@s'opposite to)
Q tuned via Al, systematically o Magic numbers
QO designed by an Al, intuitively o heuristics
QO designed around Al principles & technigues o model based

J Communication as a tool (extending)

Q to facilitate interconnection of Al functions/services o Human or M2V



. Necessary ingredients
etworking ., .. A
:. (assisted) L1|/ﬁ”£ Q&(natlve):

Explainable

\

4’ Al Native 2
¥

J Networking paradigm where
Q exploiting Al is seamless and/straightforward
Q Al is pervasive (and, if needed, ubiquitous)
Q Al brings/cost effective irreplaceable added value

Jd Communication system
QO tuned via Al, systematically
QO designed by an Al, intuitively : -
QO designed around Al principles & techniques

L Communication as a tool

: : . . -
Q to facilitate interconnection of Al functions/services e
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Al-Assisted networking

Evolved cloud-native 3-tiered architecture

Offline

Cluster of A operation

GPUEs, h Offline Cloud platform Master Global

TPUs training - OSS/Third-party app Training, data lake, knowledae
Ascend910 NAI E model generalization )

Northbound
CPUs 2 APl Online Al (slow)
GPUS,  amm E operation loop ‘
TPUs @ s iViaster
Controller ) Extended
Ascend310 Know[edge
Ascend910 N CE/MAE Network-wide analysis,
Analyzer closed-loop optimization
Oo&M
Cross-vendor
NETCONF/YANG closed-loo
southbound API Model-driven telemetry p
Huawei devices Vendor B's devices Real-time
operation
TPU E Air/Net/
Ascend310 Cloud/HiSec Engines Local
Measurement, edge knowledge Al
inference & real-time (fast)

decision-making loop



Specific:

Al-Assisted networking been Models

Evolved cloud-native 3-tiered architecture Quantization & SR
Offline Distillation ~~ Multi-vendor
Cluster of operation graph/models,
NMacte Transfer learn
GPUs, b Offline Cloud platform IMaster Global @
TPUs training -. OSS/Third-party app Training, data lake,
Ascend910 NAI E model generalization knowledge I FeW-ShO'C,I
ncremental,
Federated
Northbound . Al M learning
CPUs API Online .  (slow)
GPUs, - ¢ Recration Ioo@ Out of
TPUs @ e cortrol iViaster Extended distribution
Ascend310 ONHTOREr Knowledge Semi- detection
Ascend910 N C E / M A E Network-wide analysis, supervised
Analyzer closed-loop optimization .
O&M I aCtIYE
Cross-vendor earning
NETCONF/YANG closed-loo
southbound API Model-driven telemetry p
Automated
o Huawei devices Vendor B's devices Real—time local device
TPU Air/Net/
Ascend310 Cloud/HiSec Engines Local
Measurement, edge  knowledge :
inference & real-time g Al f Fine tune
re . (fast)
decision-making loop model w/

local data



Al-Assisted networking

Sample of Lab research activities... L

Traffic

embedding Encrypted traffic

‘ - . Manageme nt
Dimensionality Semi- Classification

Reduction supervised XAl Ry

0-day app B,
Slsied e Unsupervised Supervised - Forecast WiFi

Learning ‘ Learning J ' handover

Clustering { ) Regression
Troubleshooting & ' “
Anomaly detection ) Estimate user QoE,
o3 network QoS

2

Dynamically control Reinforcement

Train Al agents to act ™
complex systems Learning '

8\ behalf of humans

Phe = o B ) e L‘




%% Al-Assisted networking

7 ""',;z ;—,Sa‘m'ple of Lab research activities... and corresponding methods
| e e - ; Encrypted traffic GDPR
unlearning

management

Representation Di?:é‘ji:mky Se.mi- Classification .
learnin supervised XAl Incremental
8 : Federated I :
Symbolic/rule Learning earning
0-day app based Al
detection

Unsupervised Supervised 2 Forecast WiFi

handover

Sustainability Learning ) Learning _.
& green Al | . m 1 Transfer
8 Clustering ' ‘ _ Regression 'y;'.

Troubleshooting & . .
Anomaly detection - Estimate user QOE,

e network QoS
Causality (!) Embedded 9N 2 U
models PR ‘*] Data & Model
r based

' o ~ Labeling
Training Training & _ >
safety Scalability

- , Few shot
Fairness : _ st : 2 :
- Dynamically control Reinforcement i & 72 ‘ Iearmng\

Train Al agents to act
complex systems Learning

A on behalf of humans
Solution trust P,
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% Al-Assisted networking + [nfocom22]

% Sample of Lab research activities + recent flagship publications, open code & dataset 3 {fgI\E/IgErC]?zZl}]

=~ Traffic ' :
embedding Encrypted traffic [IJCAI’20]

/) Dimensionality Semi— : : management
[CONEXT'21] Raics : Classification ;
- ) atial supervised XAl = ’
v [HotNets’22] " [SIGCOMM CCR’22]

L]
- L
] |

' + [ITC’20] Best paper A
0-day app il ] — |
Slsied e Unsupervised Supervised ' Forecast WiFi

: : ot handover
Learning Learnlng - ~-

Clustering ¥ | p—— " o Lt [TMA’21]

/ [ICML UDL’21]
LF[IEEE Trans’21]

Troubleshooting & iy,
Anomaly detection ) Estimate user QoE,
network QoS

[I CDMIZO] S 520z, 'w ,.' " 'I‘ q
. [KDD'22] W b [WWW’19]
. 27 0

w [IEEE Trans’20] tﬁ[Networking 21] [Networking’20]

) [Infocom “21] - % [IEEE Trans’21]
[ITC’22] O [AAAIGLCR22] | : . “ 0

= - g w ¢ ~*¢h -
Dynamically control Reinforcement i 8 — N agents to act |
Legend: complex systems Learning - on behalf of humans

|[| Open code/data o =
| | | X :

““".‘"Jfﬁnz . |a.-'“
| ' Lp A’




...identify encrypted Legal

traffic application ‘:%_5 compliance
GDPR & == —/
Alact ~= =

Data

(out of >3000 labels) V h \ >

UBDGk&@O

o) Al 4L S
Scientist : | Q

Recognize existing applications

>95% class & >90% app accuracy
[IEEE Trans’21]

>10x simpler & faster than state of the art
o 150us on single ARM core (A72) ='_z..

o ARM Cache + Ascend310 support
[SEC’21][SIGCOMM’20 Demo] [INFOCOM’22] [s

Product
\;% Englneer

AT .
- classification

Supervised
| Iearnlng

Traffic

A

+Residential
40TB, 10M flows
Commercial DPI

_.0‘ Engineer f /é* \
Top-200 apps >95% traffic g

Private
data

- a
O

Distributed training,
keeping data private

[EP20/061440] [IJCAI FL'20]

Individual
odels

NAIE

Aggregated

Train loop
model

Correct W|th 99% of new apps
[EP21/057212][ICML UDL'21][ComMag’21]

) Train incrementally &
=/ from few samples

. o5T
.@ dass]

Old model + New samples = New model

[TMA'21] ;‘
T e

L
_.—_-._ 'tq-—s¢--—‘—~




Unsupervised

UnStfperV|sed. RHF (Batch) LI [pl ] — ¢/ Learning
Outlier detection [ICDM’20] @ -~
Generic algorithms [ | s

Test several datasets, «ODS (Streaming) @~ ¥

including network data  [IEEE Trans'21] f= \ pomt | | Changepoint detection

Focus on detection of impactful events

Semi-supervised XAl
Complementary expert knowledge

Best paper at [ITC32]
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Clustering “ N Unbiased evaluation [KDD'22]
Business-specific anomaly DB Theoretically principled metrics, provably robust
ol TN , : against adversarial prediction
® 10 ‘+ A Jae,
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Train on simulator

Validate/o
controlled
settings

Test on real network

' Actions = Channel B Power
v

Reward = f( coverage, interference)
State = AP KPIs or 802.11k STA data

Simulation

Compare [BEEINAVS

Optimal oraclelf TurboCA

() No bonging

[Networking’21]

Principled >100,000 states

explored at

-

academic-style comparison

At ecorfig-ragret ~ = DEIL st
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Reinforcement
Learning

>

Innovate, and loop again

Coondrates
o...~..{‘ ]

F 1 e
TRy R .,

120 ISP edyrnion ie) AL dlapsnr

Transformer-based

[AAAI

Glrc'22] = (the Tin GPT-3 stands
for transformer)
A

Controlled

training, unbiased Generalization

ability validated on
different settings
w.r.t. training

dear-cut-threshold
: r—

<22.1%71.9%21 5% 23.0%25.7% 20.2%
79% 20% 86% 101%150%233%
44% 39% 42% 6.1% 113%189%
1ABN 3% 2% a5% 9.2% 182%
O 06% 18% 33% 8.0% 163%
% 25% 7.1% 143%
l J0% 6.3% 130%
0K 1A% 108 17N £S% 114%
20% 20% 22% 22% 33% 80%
16 47% 4.6% 45% 44% 4.0% 6.0%

[ArXiv'22]

% Real network # ‘. . . '. ."

Real deployment, i .
Months of operation
with >10,000 users ‘ '

Demo@[Infocom’21]
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c Limits of Al-Assisted networking

Unsupervised learning

Supervised learning

m

L

Deployment
complexity

Human
10




3ﬁ Limits of Al-Assisted networking L%'ﬁ =T '@

Anatomy of an Al system

TO PROVE YOURE A HUMAN
An.an.atolmica.l case study of the Amazon echo as a_ .8 s : CUCK ON ALL THE PHOTDS
Humans artificial intelligence system made of human Iab.c:‘r-.m— 7 : THAT SHO\A/ PLACE5 YOU
- Ope WOULD RUN FOR SHELTER
= DURING A ROBOT UPRISING.
Salary . = 7
USD/mo == N = 5 Amazon’s worker cage
e 10K — | ¥ [US Patent 9,280,157]
e
5k
1K | L o
UsS : -
FOVe“V ‘ .
ine

e
https://anatomyof.ai

https://xked.com/2228/
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THIS 1S YOUR MACHINE LEARNING SYSTETM?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF UNEAR ALGEBRA, THEN COLLECT
THE ANSLERS ON THE OTHER SIDE.

uﬂmrmemmwm?)

JUST STIR THE PILE UNTIL
THEY START LOOKING RIGHT

Limits of Al-Assisted networking @ \Q‘Eﬁ

“Clever hans” models,
good (or bad) for the
wrong reason

)umu.z il 14
I/ 9 Bl )WEF;’
. =
u'f“”"" s;ﬂ‘F”'

) Husky classified as wolf (b) Explanation

tabby cat

S5 - -

Human IO
Output

@

SUBSCRIBE

= WIGED

CCIENCE DEC 24, 2812 9:43 AM
How Many Leaves Are On ThIS Tree"

BACKCHANNEL BUSINESS CULTURE HORE ~

“Tree are

Activation & interpretabl

feature maps,
gradient back-
propagation:
interpretable
only for images !



Limits of Al-Assisted. networkmg

Deployment
complexity

“‘
0
“‘ R
0‘ L 2
R . Google on
. - Maching |’ ".,’ Al Technical debt
o Veriﬁiation Resource Monitoring R [NeurlPS 2015]
» . Management *s
Camma” Configuration Data Collection SEiving .
.
«** Infrastructure :
** Analysis Tools .
* |
o |
L/
" Foature Process feo,
. Extraction Management Tools *
|
K .
%, Figure 1: Only a small fract191/f rea xL\s\ystems is composed of the ML code, as shown 5
by the small black box in the'middle. "l] it

d surrounding infrastructure is vast and complex.  _+°
IIIIIIIIIIIIIIIIIIIIIIIIIIIIII-“




Limits of Al-Assisted networking % << S

Raw data appropriate ML
Tabular RF/XGBoost Machine
Image(Synth) CNN(GAN) lef:g:lf:m
Audio CNN
Text RNN/Transformer
Timeseries LSTM ]
Graphs GCN I iy |
Extraction

Cyberphysical multimodal
Networking multimodal

Private
BRAS nets



Limits of Al-Assisted networking ' &, o

0 .0’
Raw data appropriate ML JPCLLLTTOR s e
Tabular RF/XGBoost .0“ .”0 Machine ) 1 EFLOPSﬁl EI.:LOPS I
Image(Synth) CNN(GAN) o Resource ‘~‘ 2 20 W, 15cm\_/.’—\< s L3
o M t -,

Audio CNN ) e .’0’ Y 10 neurons ..’ S 1
Text RNN/Transformer =« Ky \\’i
Timeseries LSTM Sl e VS o 5
Graphs GCN Feature - S 1.7-101 Re

Extraction . :

Cyberphysical multimodal
Networking multimodal




Q\ Model
Limits of Al-Assisted networking il
.0. ’.0.
Raw data appropriate ML SELLLY IS 2 R
Tabular RF/XGBoost R Maching Y 1 EFLOPsx/*1A 1 E__FLOPS te
Image GAN o  Hoectree g ¥ 0w, 15cm¥4’—\4 57
Audio CNN s . 101 neurons ’.’ :
Text RNN/Transformer =« \\’i‘
Timeseries LSTM/GAN gl VS ..’ p
Graphs GCN Feature S 1710t o
Extraction o .
L 4
Cyberphysical multimodal ..”
Networking multimodal ..’
L 4
Edge/fog Cloud

g ‘What can you do w

1% of an ARM core ?”

Might have
a7W TPU
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Principles of Al-Native networking

Al algorithms & compute
Highly inappropriate analogy SISO
) . bias in human decision
Do not interpret as first-degree )
related to economics

|

=

THINKIY

SLOW

FAST.. STOW

[ - WeE—
DANIEL

KAHNEMAN

FAST Correct on simple repetitive tasks. A.dv.anced capab|I|t|.es' reqwred for. SLOW
difficult tasks, or missing information.

[l z!l) 34, [¢l Low cost but prone to bias and errors. Significant cognitive effort. THINKING



s Prinéiﬁles of Al-Native networking

DIKW pyramid

a
/nowledgx

Information

///\’!@ (LLeEs X
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Cloud




Principles of Al-Native networking
DIKW pyramid
Out of distribution detection A\ \

Inference, Lossy compression,
Regression Representation
Classification Learning
Knowledge

“1% of an
ARM core”

Information

Widespread
(to ubiquitous)

/‘ ) \\
e f'.~_.",-‘,‘-t'?',-.~ T — — J » 7Z7742)) D T, nets




Prinéiples of Al-Native networking

DIKW pyramid Fine tuning, transfer learning
In/decremental learning

A Few/0 shot learning
Knowledge distillation,
n causal explanation

Inference, Lossy comprgssion, More capacity (when
Regression Repre_sentatlon # affordable & worth)
Classification Learning A

Knowledge May need
“1% of an
ARM core” #g

Out of distribution detection

Cloud compute

Some devices

may benefit
Greater |
% Deployment
- = e complexity
2 E Pre-existing
w knowledge Model-based
. — Academia
Widespread Industry best
(to ubiquitous) e -
s practices
Pl
S

. @ : | Edge/fog Wo A@
T T RS i s LR R T T T [ 17 )

@ nets -




Principles of Al-Native networking

DIKW pyramid Fine tuning, transfer learning

In/decremental learning
Create new Few/0 shot learning

knowledge Knowledge distillation,
causal explanation

Make use of
Out of distribution detection knowledge

Inference, Lossy compression,

_ More capacity (when
Regression Repre_sentatlon o affordable & worth)
Classification Learning p_—

Knowledge

May need
Cloud compute

Some devices

may benefit
Greater |

Deployment
complexity

“1% of an
ARM core” #

Pre-existing
knowledge Model-based
Academia
Industry best

N7 practices
\\\’\x

Y/ ,‘-,:,@ Private N\
\Q}_—._-_'_‘/_,v:.x«.\,\‘, " NN nes .

Widespread
(to ubiquitous)

Edge/fog

P LT S




&% Ingredients of Al-Native networking

Q"

o) @

Explaina

O

: Fit

&\ Green

Deployment
complexity
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Ingredients of Al-Native networking

. Complex law Need interpretable
Explain landscape (Al Act) & faithful models ; 2 .
e_f Human o E
10 - <
Liw ok
: . Automate knowledge —
Algorithmic )
: & models maintenance
complexity
i Infrastructural Efficiently orchestrate
it complexity & execute Al functions &)
—<
Deployment 2 E
complexity (T E
Model Need lightweight =

complexity & energy efficient Al



Native

Explainable

[ Artificial Intelligence Act
New EU legislation ~“GDPR extended to Al processing, primordial for biometric data
(eg. Facial recognition) to avoid bias (eg. Racial discrimination) or privacy leaks

ANLE RSN &
- . 4

(1 Network Al issues/risks

Bias: ensure effective
transferability of Al models

Accountability: business-policy
explanation of Al decision

Compliance: legal aspects of
accountability

Interpretability: Al decisions
inherently less interpretable than
human-made heuristics

Verifiability: what can be proven,
can be more easily trusted

Complex law
landscape (Al Act)

1 Need to explain models outputs (XAl)
* Explicit quantification of confidence in
the model output
» Step-by-step, multi-level explanation
* Faithfulness, i.e., explaination of actual
model decision (vs surrogate)
 Explicit warnings about input data quality

[ Cost of explainability
* May tradeoff with accuracy loss,
or with increased complexity
* As for security, you need to budget the
risk of not having faitfhful explainability



[ Artificial Intelligence Act
New EU legislation “GDPR extended to Al processing, primordial for biometric data

(eg. Facial recognition) to avoid bias (eg. Racial discrimination) or privacy leaks

(dCost of explainability ?

Metric

Accuracy (%)

Inference GPU (us/sample)
Inference CPU (us/sample)
Number of Trainable Params (
FLOPs - Multiply-Adds (M)

Complex law
landscape (Al Act)

TCP - Top Application : State of the art

=3 8y Nesign faithful XAl model
Grad-CAM ‘\

—SHAP

ProtoPNet

Packet Sizp

81.6
5.5
169.7

201 .
=5 2
1 23 4S5 67T 8910121311516 17181920 - Prototypes
Packet Number /class

Direction

Grad-CAM SHAP Correctness ProtoPNet

8.7 6.1 Top 2 Accuracy (%) 100%
39.9 27.8 Top 10 Accuracy (%) By design




\ Automated

Top-5 bottlenecks
holding back Al
adoption ?

https://www.oreilly.com/radar

“T SPEND A LOT OF TIME ON THIS TROK.
T SHOULD LIRITE A PROGRAM AUTOMATING IT1"
THEORY:
i
\m o) REE
WORK ON AUTOMATION T™ME
ORIGNALTRSK  \JKES OFER
REAUTY:
¥ MGW
WRITING
(ux r
WORK RETHINKING __ _ _ NO TME FOR
— DRIGINAL TRSK
TME

https://xkcd.com/1319/

Company culture does not yet recognize needs for A

Difficulties in identifying appropriate business use cases | Large

hallenges T Alin the R Mature

company Wl Evaluation

ack of skilled people/difficulty hiring the reguired roles

fdata ar

. @« S

fata quality| Issues
|

ucture

Taming algorithmic complexity

(J. Compensate lack of skills

* Network Architecture Search (autoML/NAS)
though inherently non- &

* Class incremental learning (CIL)
* Automated hyperparameter selection for
anomaly detection (autoAD/metaOD)
 Compensate lack of data and label
* Few-shot learning (FSL)
e Self-supervised learning (SSL)


https://www.oreilly.com/radar/ai-adoption-in-the-enterprise-2020/

Native

Supervised

learning  Class Incremental

Learning (CIL)

[ Rank the state of the art

[ Same dataset, difference
in adding many classes once
vs few classes several times

Rank —

.

Image-style Network-like
scenario problem

Average Rank =
} -/D—O— BiC (2019)
— Fixed-Repr (BL)
; FineTuning (BL)
" m LwF (2017)
EWC (2017)
EEIL (2018)
EWC {2017) =7 Lp—a— IL2M (2019)
Fixed-Repr (BL) iCaRL+ (2021)
IL2N 3 iCaRL (2017)

Totally
— different
ranking

LUCIR (2019)
(BL) -.4—/ \—fsm (2021)

Taming algorithmic complexity

Multi-variate @ L)Computational Auto Anomaly
KPI time-series budget o Detection
Q
) \I;.onlhm - (AutOAD)
N,
DR« H”\I l:J] / :
STORM | 53] / Expert-level algorithm
DBACANTG T o . :
V" No traiig il selection / ensembling
v'  Generalize better TEOE |~ ]
x  Lots of algorithms MEQDI 2| =
o mlmspn, x
% Hyperparametrization ¥ 350 =
time-consuming even HST [31]  siinlidog + Hyper-parameter
for Al experts ,‘;ﬁ(,” ® nase n )
2 -B g ..'4_‘ omni-peidan B aUto-tunlng
Unsupervised RS-Hash {35} © o - e
LODA |36] ) PRIVATE_router_g D — Y- N el
Meta-learning \\.'ra—m{Ai PRIVATE_wilan === -1 -




Al latest kids ON the [ wmwoms | [ wweone]  [omat wn s

Natlve Networking bIOCk kSMrP HTTP pw } lswp HTTP RTP ]

TCP UDP
IP Network originally H
designed for connectivity Snemet PPP

CSMA async sonet \ {CSMA async sonet \ {CSMA async sonet \

(neither fOI’ QOS, mObi | ity; copper fiber radio L l-;opper fiber radio J l copper fiber radio L

nor security... nor Al! e —————— SEUEEEE dm—"
Y ) Watching the Waist of the Protocol Hourglass Evolution of the IP Model
Steve Deering @IETF51 (2001) Dave Thaler @IETF73 (2009)

Network data

: m Networked
# representation %<}:{> %" Alfunctions (ﬁ.
I

(& governance) (& architecture)

: Fit Taming infrastructural complexity

[CONEXT-NNI'22]




Al latest kids on the
Networking block

IP Network originally
designed for connectivity

CSMA async sonet \

{ CSMA async sonet \ { SMA async sonet \

(neither for QoS, mobility, s e e e
nor security... nor Al! e '"' -i - o= ====-— — ER—
Y ) Watchlngthe Wa|st ofthe Protocol Hourglass Evolutlon of the IP Model
Steve Deering @IETF51 (2001) Dave Thaler @IETF73 (2009)

O Network data representation & governance
* Universal network data representation (multimodal)

THINKING

)
* Fit for Al processing (common network cortex, many Al tasks)
* Fit for Al Act & GDPR (eg. ACL, data boundaries, ...)
Fit Taming infrastructural complexity
Entity2vec
Entities T I
@ FallA FailA FailB FailC FailA .. [T FailC FailA Fails . ) HEdAH . y
P13 P2 P4 IP1 .. Al ez ez e . | o i HEEEE Single Many
4 ¥ locl locl loct locl loc2 .. | : loc1 locl loc2 .. v BAAAE common heads,
12 02 05 10 09 .. [ W |02 os o9 . ¢ Network many
8 10 20 42 09 12 . ﬂ § 20 42 12 . | =»&jf ifmﬂa: cortex tasks
Quantities 0 10 e 0 5 . wsin 10 60 75 . . , ’
g......:t_t.! N : [HotNets’22]




1 Al latest kids on the - \
Natl\le Networking block (swre e rre. | (swre nrme gre |

TCP UDP

IP Network originally e
designed for connectivity ( Qnemet PPP | | ‘
. oy CSMA async sonet CSMA async sonet CSMA async sonet
(neither for QoS, mobility, { omoortar .| l” o a0 | [ compor oar o]
nor Secur‘it ... hor A|| ST TS sassTa e T S —=——=m=—n e e
Y ) Watching the Waist of the Protocol Hourglass Evolution of the IP Model
Steve Deering @IETF51 (2001) Dave Thaler @IETF73 (2009)

O Network data representation & governance

, * Universal network data representation (multimodal)
* Fit for Al processing (common network cortex, many Al tasks)
* Fit for Al Act & GDPR (eg. ACL, data boundaries, ...)

FAST
THINKING

: Fit Taming infrastructural complexity

] Network Al functions & architecture

* Cloud-native architecture not enough, Edge/fog/serverless neither.

m P4/SDN at the other extreme. Reminiscensce of Tennenhouse’s
£V Active networking (1996) ?

» Which network functions are best fit to be replaced/auto-tuned by Al ?
How to systematically compose, execute AIFV ?
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= T g Increasing neural network size over time ™ \® — Model size in 2020
. " & 100 L ' ' ' g | Human
Natl\l’e Al models growth £ el B e /4 e exceeds 2015 forecast
g 1 «(me] by 10,000x!
exceeds Moore law & —T
< 10°F 1%~ | Bee |
£ 10t Mo Ant]™ ]
E 0 q.\ N N Human brain scale
= 107 |- - : i)
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Deep learning, MIT Press 5 :: @‘.@ .'\ 9 Mo = | Sl reached in 2029
https://deeplearningbook.org = ;-2 . @ ) e (30+ years earlied
z 1950 1985 2000 2015 2056 L Ponee) than expected)
(] Need energy efficient Al models we &
* Raise awareness of computational complexity Ay

» Set explicit “accuracy/joule” targets for certification
(~“km/liter” for cars,or A-D energy labels)
* Applies to many Al aspects (training, inference, etc.) L

J Small is beautiful (but not too small)
* Huge models race is for NLP/CVPR (like the quantum qubit race)
* Al researchers produce huge models, system researchers use tiny ones

Q Green Taming (unnecessary) model complexity


https://deeplearningbook.org/

Native

Q Green

Model Complexity

Accuracy

Al researchers: Unnecessarily big !
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4M ] : ., / i 0C
XGBoost 6M@49 M@12 e 2 17 )9
oM | ® 1d-CNN o = [12] 90
State of the art — IM@20 ) [11] 929
IM 1.5M@200 [ = [16] 0(106) 86
, 1M@200 &
600k 96
400k
v Sec.VIl.2 M SREEE -
200k ; ; 91
289k@200 309k@5
100k 79k@s0 72 50 1.44 96
60k | \ 90k(@200 b XGBoost &0 200 02 76
o | 80k@200 289 200 1.44 85
40k @ 72k@50
1,307 200 5 91
_H> 0(10)
~100k-large overall [TNSM’21b] [SEC’21] || ASIC: 3 lay, ns (overall!)
~5k weights/class  Al-viewpoint + system SmartNIC\50 neurons (gverall!!)

[ Small is beautiful (but not too small). System researchers: too small |

* Huge models race is for NLP/CVPR (like the quantum qubit race)
* Al researchers produce huge models, system researchers use tiny ones

Taming (unnecessary) model complexity
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& | THINKING

Explainable Complex law Need interpretable
landscape (Al Act) & faithful models

Tooling to automate

Algorithmic complexity ML model maintenance

Efficiently orchestrate
& execute Al functions

: Fit Infrastructural complexity

Need lightweight

Green Model complexity & energy efficient Al
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