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Abstract—Internet video and peer-to-peer television (P2P-TV) achievable performance, thus suggesting that optimabperf
are attracting more and more users: chances are that P2P-TV mance bounds, shown in previous theoretical work assuming
is going to be the next Internet killer application. In recentk perfect knowledge of the neighborhood buffer maps, can be

years, valuable effort has been devoted to the problems of chun hard t hi fi A h beli that si i
scheduling and overlay management in P2P-TV systems. How- ard to reach in practice. AS such, we believe that signaling

ever, many interesting P2P-TV proposals have been evaluated in Should not be neglected in future studies aiming at a realist
an idealistic environment: in this work, we instead study them assessment of the quality provided by P2P-TV services.

by taking special care in defining realistic conditions for their

evaluation. In particular we analyze the impact that signaling Il. RELATED WORK

errors can have on a push-based P2P-TV overlay by means of . . . . .
simulation. Results are expressed in terms of both user-centric P2P-TV is a relatively long studied subject, which has

and system-centric indexes: our main finding is that push P2P-Tv been the focus of many interesting work that we overview
systems are deeply affected by even very rare signaling errors, in this section. P2P-TV studies started from seminal work on
which are often overlooked without justification. single [2], [7] and multiple [8], [9] trees architectureshare
video GOPs (possibly encoded using multiple descriptars) a
pushed from the source down the trees. To overcome the

Internet users habits are changing, and consequently thieerent limitation of tree architectures, inspired byTBitrent,
shape of Internet traffic is changing as well. The primate ¢iie design of latest generation P2P-TV has moved toward
Peer-to-Peer (P2P) file sharing, which for a long time watunk-based diffusion architectures featuring partly meels
accounted to as constituting the bulk of Internet traffic, iarchitectures [3]-[8], on which we focus on in this work.
now being challenged by video, which is indicated as the In mesh-based architectures, video chunks are ejihiéed
primary source of this shift [1]. The amount of video datar pushed on the overlay: in a pull system, receiver peers
is currently rising faster than any other type of serviced annitiate the exchange, asking to some peers for the content
is estimated that all form of video (TV, Video on Demandthey need; in push systems, instead, sender peers decide to
Internet, and P2P) will account for over 90% percent afhom send content. Interestingly, under particular hypsith
Internet exchanges [1] in the next few years. However, asd settings, a given class of scheduling algorithms in push
P2P is still growing, we can expect P2P-TV to account faystems, on which we focus on the following, has been
a significant fraction of global Internet traffic. proven [6] to achieve rate-optimality (and delay-optiralip

In the last years, a number of different proposals have an additive constant term).
targeted mesh-based P2P streaming [2]-[6]. At the sameAs far as the above systems are concerned, a further
time, such proposals have typically been studied in ismtati classification of the research work can be made. On the one
possibly focusing on very specific aspects of the systemand, we have full blown systems [3], [10] that are often
(notably, chunk scheduling policies), in possibly hightieédl evaluated by means of middle to large scale deployments of
settings (e.g., overlay-only studies, homogeneous gettsyn- real prototypes. On the other hand, there is valuable wdrk [4
chronous time-lines, perfect neighborhood knowledge.).etd6] that instead adopts a possibly highly idealized view of
Thus, work remains to be done, especially in terms of the system and of the network models. Both approaches
thorough comparison of the different algorithms under @n help in understanding P2P-TV system: the former by
common, more realistic, framework. The first aim of this workjiving realistic performance results and the latter byvaithgy
is thus not to propose any new algorithm, but rather to compao gather solid theoretic foundations for specific alganish
existing ones so to understand how the performance of thessign choices.
system declines under more realistic settings. We developThis work aims at reducing the gap between the two
a custom simulator, taking special care to scenario realisapproaches above, by performing a first realistic compariso
in which real network characteristics are enforced such esthe last classes of work [4]-[6].
latencies, heterogeneity in peer capacity distributiogs Irates
and so on. In particular we focus on the effect that a non-
optimal signaling (due to packet delay or loss), can have onWe carry on the comparison with a custom chunk-level
the performance of a push mesh. event-based simulator, which we make available to the com-

We find that, signaling errors can significantly degrade thaunity in [11], that takes into account several components,

I. INTRODUCTION

IIl. SYSTEM DESCRIPTION



As depicted in Fig. 1, routers are placed at the edge of the
network and act as access points forming a logical full mesh at
L3 level. Each router monitors the amount of traffic that is ha
to handle, discriminating traffic betweeemote (i.e., the traffic
that it injects further down toward the core) atdal (i.e., the
traffic that is reflected toward other access links insistinghe
same router). Routers directly yield a simple measure &ffdra
locality (which is independent from the network topology,
from the Autonomous System (AS) level topology, from the
router-to-AS mapping policy, etc). We denote the percentag
of proximity traffic asP% = local/(local + remotg.

As far as the L3 network is taken into account, we consider

Fig. 1. Sketch of the evaluation scenario: overview of L3 Bicomponents
under study.

TABLE | the access link to be the bottleneck, with no queuing hapigeni
BREAKDOWN OF HOSTS INTO CLASSES within the network core: as such, the network simply models
Class Ratio BW, BWy X the delay. of the end-to-end path. In this case, the network
[ 10% oo 5.0 Mbps 20 ms topology is well represented by siatic end-to-end latency
I 40% oo 10Mbps 100 ms matrix, where the latency essentially represents the gapa

11 40% o0 0.5 Mbps 200 ms

Vo 10% oo 0 Mbps oo tion delay along links of the end-to-end path. We use a subset

of the latency matrix provided by the Meridian project [12],
where end-to-end delays are derived from real measurement

which are visually presented in Fig. 1. From an high-levd@erformed among a large number of Internet hosts.
point of view, our testing environment consists of two layer L7 Overlay

namely, the underlying physical L3 network and the Iogicall?f'

L7 overlay, which are coupled by different models of their L7 overlay consists opeers, which are instances of L7
possible interactions. P2P-TV applications running on L3 hosts.

From the L3 point of view, at the edge of the architecture Each peer establishes and maintain several logical connec-
we have end hosts, which are physically interconnectedeto f#ons to other peers which form the overlay topology: we
L3 network by access links that are modeled as a capacijenote withN(p) the set of peers in the neighborhood of
delay pair. Hosts are attached to edge routers, which ¢otesti - T0 optimize system performance, peers need to perform
the entry point of P2P-TV traffic in the network. From the L#0Pology management: i.e., they rearrange the overlaydaror
viewpoint, hosts run P2P-TV applications, which we expiess 0 €xploit population heterogeneity, so to globally optimi
terms of the algorithms (e.g., chunk scheduling, peer setec the topology based on local decisions. Intuitively, if meer
topology management) they implement, and of the ove”g\)aving higher capacity are located near the source, they can
graph resulting by those algorithms. Finally, we model L/LServe their neighbors quicker. Similarly, if such peersoals
interaction by taking into account that, in the real worlgServe a larger number of neighbors, this reduces the depth of
different sources of error can slip in at any point of théhe tree (i.e., the instantaneous tree followed by eachlchun

process: specifically we consider the signaling aspectief tvhich differs from chunk to chunk). In both cases, the above

dissemination mechanism. topology management decisions are beneficial to the whole
system. In this work, we make use of a topology management
A. L3 Network process that runs continuously and adapts an initial random

With L3 components we indicate objects in the physicdbpology basing its decisions on peer capacity (see [13] for
world, such as (i) hosts and (i) routers, that are interegted more details).
by a (iii) network. For the sake of simplicity, in this paper we do not consider

Hosts are machines running P2P applications instances, ahdrn (i.e., peers arrival or departure). While this choi@ym
are characterized by a physical interface to the L3 netwidik. seem strange at first sight, especially given our attention t
considerNy = 2000 hosts divided in different classes withthe realism of the scenario, we nevertheless believe it to be
different upload bandwidth BV according to table I. In each a reasonable one. Indeed, there is a large difference betwee
classi, the up-link capacity of each pegiis set tov-BWy (i) P2P-TV and file-sharing user behavior: in fact, in file-shari
wherev is a random variable uniformly distributed [@.9,1.1]  systems, users are not using the same content in a lively inte
(i.e., the actual up-link of each peer deviates at most 1086tive fashion, which actually breaks correlation. As i
from the average for that class). Download bandwidth BWas shown in [14] (in the case of IP-TV applications) TV users
is set toco as we do not enforce inbound traffic limitation.are interested in programs with a given start time, equafior
Corresponding chunk transmission time, with a fixed chunisers: this correlates peer arrivals, which means flashetso
size of 100 kbit, is indicated withhrx. Each host is bound during the very first few minutes of the program. Most of the
randomly to one of théVp = 100 routers, so that in averageusers stay then for the whole duration of the program, with fe
Ny /Nr = 20 hosts are attached per router. negative spikes during commercial breaks. Thus, consigeri




TABLE Il

CHUNK SCHEDULER POLICIES properties (e.g., low latency, high bandwidth or power) éind
o selecting thenprobabilistically (i.e., not in strict order), with
Scheduler Description a probability that decreases with increasing ranking.

ru/r [6] Random useful chunk / Random peer Intuitively. 7 . t k ing the ol t delay f th
lu/r [6] | Latestuseful chunk  / Random peer ntuitively, lu/r aims at keeping the play-out delay from the
lu/la [15] | Latest useful chunk | Latency-aware peer Source as low as possible by diffusing the most recent chunk
lu/ba [4] | Latestuseful chunk /  Bandwidth-aware peer gt their disposal (i.e., the latest in their buffer-ma&gp)). We
lu/pa [5] Latest useful chunk /  Power-aware peer

considerru/r for reference purposes, ahd/r as it is proven

to be optimal in ideal homogeneous settings [6]. Network-

. . . aware schedulers [4], [5], [15Ju/{la,ba,pa} are instead

a stabl_e P2P-TV population equals to consider perlqur(gurl xoected to enhance performance{ beyamﬁ,}especially in

a mowe,blor a sportde\t/ent;[), wherhel th(ta Seer population can g)a?ge of heterogeneous realistic scenarios: in more details

reasonably assumed to be rougnly stationary. _lu/la aims at locally confining the traffic by proximity peer
Finally, as in mesh-push systems chunks are not receiy ection,Ju/ba aims at reducing the chunk diffusion time by

in play-out order, peers need to have a buffer-iaat rep- , eferring peers with higher upload capacities &ntha aims
resents the chunks received and stored into the peer mem&%ombining both benefits.

(which can thus be uploaded towards other peers). Given a

peerp, we indicate withB(p) its buffer-map, and denote byD. L3/L7 Interaction

c € B(p) the fact that peep has received chunk The size A potential factor affecting the scheduling decisions js-re

of the buffer mapB(p) determines P2P-TV performance asesented by errors that possibly affect the control infdioma

in the following trade-off: large buffer maps reduce themhu exchanged by peers. For example, control information can be
loss probability, but increase the time lag with respecthi® t|ost at L3: in case of gossiping algorithms using UDP, such
source chunk generation time; conversely, small buffer snapformation would not be retransmitted, distorting thue th
reduce the play-out delay with respect to the source at tfigjon that each peer has on the system status. Under alglight
price of an increased chunk loss probability (as chunks thtferent perspective, P2P-TV system may wish to limit the
arrive later than the play-out delay are no longer useful agghount of signaling traffic they inject on L3, by reducing the

thus can be considered as lost). refresh rate of control information exchange: yet, we poirtt
that information that is notimely disseminated at L7, may
C. L7 Scheduler also induce a inconsistent view of the system state. Indeed,

The ultimate goal of any P2P-TV system is to give to eadpetween two consecutive exchanges of information between
peer a continuous stream of data: as such, peers must a@iy two peers, inconsistency can easily arise.
having gaps in the buffer-map positions that are closer ¢o th Considering mesh-push P2P-TV systems, such errors trans-
play-out deadline. The video exchange process is handled!ate into out-of-date knowledge concerning their neigsbor
a chunk scheduler, which acts whenever a peer can use lhfer maps: in this case, a peer may decide to schedule the
host upload bandwidth. In push systems, any peeans a transmission of a chunk even if the destination has already
scheduler that has to choose: (i) a chunk from its buffer ma&@ceived that chunk, resulting in an unnecessary chunis-tran
B(p) and (ii) a destination peer among its neighbdfgp). ~ mission (i.e., a chunk collision)

Scheduling algorithms can be divided in two classes de-In order to assess the impact of signaling without being
pending on the order in which the chunk/peer selection ound to specific signaling algorithms (nor to their setiing
made: in this work, we focus on algorithms that first choose thve resort to a high-level abstraction, and model errors due t
chunk to send and then the destination peer. We consider B@&ket loss or out-of-date system knowledge as error on the
chunk scheduling algorithms proposed in [4]-[6], [15] whic buffer-maps.
we summarize in Tab. Il. Loosely following [6], we denote
each algorithm as/p wherec andp stand forchunk and peer
selection algorithm respectively.

The simplest scheduler is the work-conserving/r, that

IV. SIMULATION RESULTS

Prior to address the description of the results, let ustitiis
the general simulations settings. For each parameter under
investigation, simulations are averaged over 6 repettion

selects aandom chunkec € B(p) which it sends to a random ) i .
useful peerp’ € N(p), i.e., a peer that misses that Chumpamely, we consider three instances of two different tyfes o
C dom overlay graph

c ¢ B(p'). We then consider a series of schedulers that sel(—E‘épE h | ists oWy — 2000 £ which
the latest chunk of their buffer-map, which then they send ach overlay COnsISts olvy = peers, ot whic
to a useful peer selected according to eithdnA- random we simulate a lifetime of 150 seconds, during which 1500
strategy [6] or anetwork-aware criterion lu/{la, ba, pa}. AS chunks of video stream are disseminated in the overlay. We
far as network-aware strategies are concerned, we corv.‘i;idé:rons'der a single source node, that streams video at angavera

latency-awareiu/la strategy [L5], a bandwidth-awaie:/ba rate of 1 Mbps, and consider 100kbit fixed-size chunks (i.e.,
strategy [4], and a power-awa{rm/pa strategy [5] (i.e 10 new chunks are generated in each second). Statistics are

based on the .ratio Pf bandWi.dth and . latency). Selijt.ion iSlThe two overlays differ in the number of out-link per nodg, which can
performed by (i) ranking peers in the neighborhood using thee fixed,d; = 10, or modeled by a Poisson process with mean= 10.
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Fig. 2. Cumulative chunk delay distribution for differenthedulers {u/r . . . .
andlu/{r,la, ba, pa}). Fig. 3. Delay and chunk losses as a function of signalingrerro

collected starting from 500th chunk, in order to avoid theropagation latency as well. Results confirm that uploading
initial transient. We consider that buffer maps store 50néisy  chunks to high-upload peers which can in turn diffuse them

which correspond to a play-out delay of 5 seconds. fast is beneficial to the whole system [4]. Moreover, we gathe
_ . confirmation of the fact that explicitly taking into accoyser
A. Scheduling comparison latency improves locality”% but does not further ameliorate

Curves in Fig. 2 show the cumulative distribution functioslelay performance. In the following we focus twy/pa since
(CDF) of chunk delays perceived by each peer (i.e., tiieshows both good delay characteristics and traffic logalit
temporal interval elapsed from the generation of the chunk .
at the source and its arrival to a given peer). Each curbe Signaling impact
represents a different scheduler, and we indicate lostkshun Here we investigate the effect of signaling errors on the
(i.e., chunks that arrived later than the play-out deajllee system performance. Up to now, we have evaluated network-
chunk with negative delay (i.e., falling into the gray shdideaware P2P-TV systems performance by assuming that peers
zone.). The picture further reports the traffic-locali§’% have a perfect instantaneous knowledge of their neighlate,st
percentage along each curve. Recall tRd represents the situation which is unlikely to exist. In fact, due to overbea
fraction of chunks that do not traverse the core network, (i.€onsiderations, having a perfect signaling system woula be
the destination host is attached to the same router of trdeserrather unrealistic assumption.
host), and is thus an indication of network friendliness. We model the impact of low signaling rates (or signaling

All schedulers share a limited fraction of lost chunk (whicimessages losses at L3) as a degradation of the quality of
is very close to 0%), but they differ in the chunk delagystem state knowledge in the distributed P2P system. le mor
and locality P% measures. Consideririg/r andlu/la, both detail, we model imprecision of system state knowledge as
strategies select the latest chunk and send it to peers whigkefulness” errors: in other words, with a given probapili
do not own it:lu/r selects a the destination peer at randor®.,.. a peerp can take a scheduling decision of chuntoward
while [u/la proportionally prefers closer neighbors. Clearlyp’ which he believes to be useful (i.e.,¢ B(p')) despite it
locality improves wherlu/la latency-aware peer selection isis not (i.e.,c € B(p')), which generates a collision.
performed with respect th:/r. At the same time, notice that Fig. 3 shows the meap and 95th percentilergs delay,
lu/r andlu/la are very close in terms of delay, despitela along with the chunk loss statistics as a function of the
preference of low latency neighbors. This can be explains@ynaling error probability B... Notice that while the mean
with the fact that the propagation delay has a less prominetglay is roughly unaffected by signaling error probability
impact with respect to transmission delay, especially icems P.,.., a counter-intuitive phenomenon characterizes the
ing that chunks possibly travel multiple hops on low-capjacimeasure. Indeed, the 95th delay percentile increases until
access links. P..» = 1/400, and afterward starts decreasing: this behavior

Consider indeed that the average propagation delay betwéestrongly correlated to the chunk loss rate, which stasisg
any two peers is35ms, whereas from Tab. | we have thatoughly at R, = 1/400. What happens is that for increasing
the average chunk upload times range from 20 ms for clasB:l.., peers indeed receive chunks with higher delay, which
peers to 200 ms for class-1ll peers. This entails that, ah eao turns raises the probability that chunks arrive beyoral th
hop, the transmission delay likely plays the most importaptay-out delay (i.e., delay larger than 5s), and are thukethar
role in determining the chunk delay performance: thus, tyereas lost: as lost chunk are not accounted in the delay curve,
choosing a peer which is closer in terms of the propagatitime decreasing part of the peak is thus an artifact due to the
delay does not allow to improve the overall system churniay-out deadline.
delay performance. To better assess the quality of video signal delivered to

Finally, thelu/ba andlu/pa schedulers achieves the bestisers, we evaluate the value of peak signal-to-noise ratio
delay performance. Consider that bdtiyba andiu/pa as- (PSNR). We consider the standard Soccer sequence (H624
sign scores according to the destination upload bandwidfbrmat, CIF resolution, 300 frames @30Hz), and record for
with the power-awaréu/pa scheme taking into account theeach peer the list of lost chunks. We then make use of Evalvid



35 50 V. CONCLUSIONS

Locality P% =
PSNR® & 40 In this work, we compare different state-of-art network-
aware P2P-TV systems: i.e., systems whose main algorithms
(such as chunk selection and topology management) are,based
not only on content availability and overlay topology, bigca
1 10 on informed decisions concerning the status of the network
0.0001 0.001 0.01 01 (such as host capacity, path latency, etc.). By performing a
Signaling error probability £, thorough simulation campaign, we aim at comparing these al-
gorithms and understanding in which measure signalingerro
Fig. 4. PSNR and traffic locality as a function of signalingoes can affect their performance on user QoE: we conclude that
even small error enforcement on signaling can significantly
. . ) ) degrade the performance of an overlay and, in particular,
[16] to evaluate video quality, by feeding the tool with theyeyadation impacts more on peers with poor charactevistic
video sequences where we take into account the chunk 10Sgy a6 results propel new research perspectives: in ouefutu
pattern for each peer (notice that we have to loop the Socgesy e aim at more closely addressing this issue, by farthe
sequence, which lasts 10 seconds, for the whole S'mU|at'|?|Uestigating QOE performance versus signaling algorithm
duration). o , ) (piggybacking, difference encoding, update frequency,) et
As PSNR evaluation is very time consuming and due & their overhead. Another interesting aspect we woulel lik
the size of our system, we resort to stratified sampling; a4qress is the impact that measurement errors on other pee

specifically, we rank peers according to the amount of 10S$§3,nerties (such as access capacity and path latency) wan ha
and select a 10-peers sample (corresponding to differest Ig, performance of P2P-TV overlays.

amounts) out of the totaNy = 2000 peer population. Right
y-axis of Fig. 4 reports the PSNR averaged over the 10-peers VI. ACKNOWLEDGMENT
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