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Abstract—BitTorrent developers have recently introduced a larger queuing delay, with consequent unfairness in cdiayes
new application layer congestion control algorithm based on window update. More precisely,ate-comer advantagarises:
UDP framing at transport layer and currently under definition — \ypije the first flow arriving at an empty bottleneck correctly

at the IETF LEDBAT Working Group. LEDBAT is a delay-based .
protocol which aims at offering a “lower than Best Effort” data ~Measures the delay, a subsequent flow accounts the queuing

transfer service, with a lower priority with respect to elastic TCP ~ delay of the first one in its base delay measurement, thus
and interactive traffic (e.g., VoIP, game). However, in its curent  setting a higher target delay. Therefore, the second flow

specification, LEDBAT is affected by a late-comer advantage: will aggressively take over the target share of the first one,
indeed the last flow arriving at the bottleneck is more aggressive eventually entering a possibly persistent unfair state.
due to a wrong estimation of the base delay and flnally takes In this work, we investigate this problem by means of packet
over all resources. In this work, we study several solutions to : N ; . ’
the late-comer problem by means of packet level simulations |€VEl simulation, and outline several alternative soluio
and simple analysis: in the investigation process, we individuate tailored for the LEDBAT protocol. The first group of solut®n
the root cause for LEDBAT unfairness and propose effective 0n|y tries toameliorate the base de|ay measureméitst, as
countermeasures. suggested in the LEDBAT WG [5], we implemerandom
pacing of packets belonging to the same window: this should
. INTRODUCTION allow flows to gather different delay samples and possibly
Congestion control algorithms for the transfer of data @n tltonverge to a similar view of the base delay. Second, we
Internet have long been studied: thus, the issue of comgestpropose to uselfCP’s slow-startat the very beginning of
control is definitively not a new topic. However, the facttthaLEDBAT flows: by filling the buffer, slow-start likely induse
BitTorrent has recently replaced TCP by a new algorithiosses on already present flows, which drain the queue empty
for data transfers renews the relevance of the subject —aasl leave a chance for new-comers to gather a correct measure
BitTorrent is among the most popular P2P applications awd the base delay. The second group of solutions instead
generates a significant amount of Internet traffic. addresses the window decrease decisianisich represent a
The initial misunderstanding of the protocol objectivdse(t more fundamental issue. As third solution, we thus suggest
announce caused an unmotivated buzz about the imminaritoducing (infrequentjrandom dropsof LEDBAT sender
Internet meltdown [1], soon officially denied [2]), pushedvindow, as a means to break unfair states and to de-correlate
BitTorrent to co-chair a IETF Working Group for the deflow decisions. Fourth, we propose to replace the LEDBAT
velopment of the new protocol, named “Low Extra Delaydditive decrease with enultiplicative decreasewe indeed
Background Transfer” (LEDBAT). The LEDBAT protocol [3] expect the abrupt reduction of the throughput of flows to gmpt
is designed to be effective for P2P file-sharing, efficientlihe buffer and again allow late-comers to measure the real
exploiting available bandwidth but at the same time avgdirbase-delay.
self-congestion at the access. LEDBAT goal is to provide To summarize our main results, first we find that random
a “lower than Best Effort” data-transfer service, yielditqg pacing of packets within a window is ineffective in solving
elastic TCP and interactive traffic like VolP or gaming. Tahe fairness issue. Slow-start, instead, represents opdytaal
this purpose, LEDBAT implements a combined delay argblution: fairness among LEDBAT flows improves, but this
loss based congestion control: the delay-based composentechnique also causes problems to the performance of other
inspired by Vegas [4], while reaction to losses is the sankénds of traffic (e.g., TCP, VolP, game), which LEDBAT strive
of traditional TCP versions (i.e. multiplicative drop ofeth against by design. On the other hand, the introduction of
congestion window). In absence of packet losses, and witndom drops of the LEDBAT sender window and the use
the goal of preventing them, LEDBAT basically monitors gelaof multiplicative decrease are both valid solutions. lagtr
variation on the forward path. It adjusts its congestiondein ingly, a performance tradeoff exists between them: the éorm
trying to keep the queuing delay as close as possible tareaximizes efficiency metrics, while the latter maximizes th
predefinedtarget in order to guarantee an efficient utilizatiorfairness performance.
of the resource. Although both solutions have their merits, the latter may be
Yet this implies that, if two flows have a different measure ahore appropriate in this context. Indeed, we notice on the on
the base delay, they may estimate a different queuing delagnd that LEDBAT targets a lower than best-effort solution,
in particular, the flow with a lower base delay will sense and can thus tolerate a slight efficiency loss. On the other
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Fig. 1. Late-comer advantage: two flow scenario with queuéuéwa and multiple flow scenarios

hand, we also point out that the fairness property may assisAs earlier mentioned, LEDBAT is a delay and loss-based
decisions taken at the P2P overlay level, such as peeriselectprotocol, designed to provide a low priority transport with
which are crucial to the overall system performance. respect to TCP. It decreases its rate when queuing delay
grows up, before congestion arises and packets are evigntual
lost. Therefore, it mainly operates as a delay-based pobtoc
Congestion control studies date back to the 80’s, thereforevhere the congestion window increase/decrease is driven by
thorough overview of the literature on this topic is out ofge the estimated queuing delay. In order to gather a measure of
of the present paper. Here, we simply recall that congestithe delay on the communication path, each packet is time-
control protocols can be divided into two categories adogrd stamped by both the source TX and the destination RX. TX
to the congestion indicator to which the protocol reattss- maintains also a minimum over all delay measurements, the
basedprotocols decrease their window when packet losses d@sedelay, which represents an estimation of the propagation
detected, whilelelay-basegrotocols modulate the congestiordelay. Any further delay is then considered as queuing delay
window according to the queuing delay measured. Notice that, though TX and RX are not synchronized, since
A number of loss and delay-based protocols exist, e gEDBAT just considerssariationsof the delay, measurement
TCP Compound [6] or TCP lllinois [7], whose objectivesrrors due to clock offset and skew are canceled out by the
are however different than LEDBAT's: in fact these protacoldifference.
target higher efficiency rather than lower priority. Lowbanh The evolution of the congestion windoW/ (¢), is driven in
TCP priority is instead the goal of TCP-LP [8], TCP-NICE [9]LEDBAT by a linear controller, with a slope that depends on
and 4CP [10], with whom LEDBAT shares some desigthe difference between the targetind the estimated queuing
aspects; the interested reader can find a thorough comparigdelayq(t). The controller goal is to introduce a small non-zero
of these protocols in [11]. targetqueuing delayr, at the bottleneck. In the following, we
BitTorrent studies have only recently [12], [13] startedelect the gain parameter present in the draft as equighto
digging the LEDBAT issue, as early work focused on othen order to have at most the same increase slope of standard
aspects, such as torrent popularity [14], mechanisms f6E€P Reno. Thus, at each packet arriidl(t) is adjusted as
proximity aware peer selection [15], robustness of tit-fofollows:
tat mechanism [16] and quels for the complet_ion time of Ly () if packet loss,
a swarm [17]. In our previous work [12], we investigate W(t+1)= W) + 174 otherwise
the LEDBAT congestion control by means of experimental w7
measurement in a controlled test-bed, whereas we conducié& queuing delay;(¢) is measured as the difference between
a preliminary analysis of LEDBAT performance by means dhe current delay estimation and the minimum delay observed
simulation in [13]. As opposite to [12], [13], that exploiif-d i.e. thebasedelay. From (1) it can be seen that once the target
ferent approaches to evaluate the performance of the LEDBATreached, the LEDBAT sender persists in this state unless
protocol “as is”, in this work we instead focus on a specifiother traffic (or a packet loss) perturbs the delay measureme
weakness of the LEDBAT algorithm, the late-comer issue, andTo illustrate the late-comer unfairness, let us considgr Ei
propose modifications apt at solving it. which depicts an unfair situation for two (a)-(b) or many (c)
LEDBAT flows sharing the same bottleneck of 10 Mb/s. In
Fig. 1-(a) we show the congestion window evolution of two
In this section, we briefly overview how the LEDBAT con-flows arriving at the bottleneck respectively at time= 0
gestion control algorithm works and illustrate the comglis and¢, = 10s. Fig. 1-(b) reports the queue size for this simple
under which the fairness issue arises. For lack of space, seenario. At the beginning the first flow correctly measures
focus on protocol aspects relevant to the fairness proldeih, the base delay, sets its target delayrtand starts increasing
refer the reader to [3] for a detailed description of the @cot. its sending rate until it finally contributes to queuing. The
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IIl. LEDBAT OVERVIEW AND FAIRNESS ISSUE



(a) Random pacing (b) Slow-Start (c) Probabilistic decrease (d) Multiplicative decrease
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Fig. 2. Effect of the solutions proposed in the two flows scena
increasing phase stops at about 5s, when the amount of IV. ADDRESSING THE MEASUREMENT ERROR

packets in the queue is equal20 packets, which correspondsy  random pacing

— =4
to a delay equal t.o the target= 25ms. The fairness issue was early identified during the definition
Afterwards, at timef = 10s a sepond LEDBAT ﬂ.OW starts. of the LEDBAT protocol [5] and was later confirmed by our

Because of the amount of queuing due to the f'TSt ﬂ_OW' ﬂ?ﬁeliminary simulation studies [13]. Still, according tonse
second one measures a base delay_equal fiesulting N3 of the participants to the draft definition, the randomness
target twice larger than that of the first flow. So, while th resent in real networks would somehow prevent the late-
late-comer flow increases its window to reach the target, t Smer advantage from showing up: They argue that random
first one senses a higher queuing delay and slows down IEﬁays caused by OSes, routers and background traffic are

sending rate. From the queue plot we can see that during t |L§ough to avoid the queue becoming so stable and the con-

phase the queue never empties: thus, the _seC(_)nd flow is n \éeauent flow synchronization. However, relying on external
able to correct its wrong base delay estimation and sett

Stwork conditions to ensure that the protocol actuallyksor

after finally reaching its target. At the same time, the fw% not a good engineering practice. For this reasons, it edem

flow entter]:st_a starvta_ltlon phl?stel, which can last forfthune aelgr uch more robust to incorporate some randomness in the
Iril/lmoun 0 tlhmel L,:m a packe OST occutrs 3r r:ew (I)tWT ernv rotocol itself, more specifically to add a random jitter to
oreover, Ine fate-comer 1Ssue aiso extends 1o MUMPIESIOW, , o\ ot transmission time. In this way the queue is expected

as shown in Fig. 1-(c), where a new LEDBAT flow is starte 'show a much more varying dynamic, thus allowing flows

every 5 seconds, each new-comer _sets a higher _targgt an Iﬁather different estimates of the queuing delay, evdigtua
always more aggressive than previous flows, which in thed{)nverging to a fair share of the resource

turn decrease their throughput to zero. Since this was officially discussed in the LEDBAT working
In the following, we will present a number of mechanismgroup, we analyze it as a first solution. We add to our imple-

which try to solve this issue. We address the problem of tl}}ﬁentation a random pacing modu|e, which rand0m|y spaces

wrong estimation of the base delay and investigate the ragk transmission time of packets belonging to a congestion

causes of unfairness that prevent the system from coneergifindow in the RTT. Each packet is delayed by a random,

to a stable and fair regime. uniformly chosen interval of time, taking care of avoiding
We use simple metrics to evaluate each solution. Quackets reordering.

one hand we usefficiency(n), which is the percentage of Fig. 2-(a) shows the same scenario of Fig. 1-(a), but in

available bandwidth actually used, that expresses the altflis case both flows sharing the bottleneck implement random

ity of the protocol to effectively exploit resources. On thgacing. Unfortunately, only some minor modifications of flow

other hand, to evaluate the sharing of the resources amdmgavior can be observed with respect to the plain LEDBAT

flows we use the Jain’s index of fairness [18] defined atuation. First, the increase phase of the second flowghthji

F= (vazl z;)? /(N Eﬁil x?) where z; is the rate of flow longer, as the perturbations of the queuing delay measuntsme

¢ and N is the number of flowsF' is equal to one when reflect in the queuing delay and slow down the ramp-up.

resources are equally shared, while is equall t&/ in the Second, the late-comer flow attains a slower value of the

worst case where one single flows takes over all resourcesngestion window, because of its smaller target derivettisby

In the following we will always refer tdong-term fairness different view of the base delay. Nevertheless, randomngaci

considering the share of resource over the whole life dbes not constitute a solution, as we assist to the samer unfai

flows. It is often useful to evaluate ttghort-term fairnesss situation, and we thus disregard it in the following.

well, looking at the protocol behavior at smaller time ssale

although we have also evaluated this metric, since thetgesi: Slow start

are similar to the long-term fairness for all experimentg, w In our preliminary study [13], we showed how the intro-

do not report such results for lack of space. duction of a TCP-like slow-start phase at the beginning of



a LEDBAT connection has the side-effect of de-correlatingroposition V.1 If N < %, and  dyaq(tn) e
flows and allowing them to sense the correct base delay, thusx; jen [Wi(tn) — Wi(tx)] > 0, then the system is
mitigating the unfairness issue. Standard TCP employs auchnfair, i.e.3t* > ty, such thatvt > t* d,..(t) > 0.
mechanism in order to converge faster to an optimal utibrat . . _ _

of the available bandwidth. However, from our point of view = Proof: Given (1), a simple fluid representation of the
the most important aspect is that a new flow will likely force /indow dynamics of flowi, W;(t), in continuous time, is:
loss in the other connections insisting on the same bottlene dWi(t) 17 —q(t)

As a consequence all flows will reduce their rate, the queue dt R 7 )
will be drained empty and all flows, the last one include here we supposed for simplicitit(t) ~ R, which is true
will be able to correctly measure the base delay. In Fig.)2-(p,. large propagation delay (the proof can 'be casily exignde

we report an example case, again Wit.h two flows Wh_iCh 98 the case of variable round trip delays). Since the estichat
through a slow start phase at the beginning of their life. ’?Jeuing delay can be different for each flow, depending on

expected the losses due to slow-start of the second flow gct | | () ie. th
as reset: both flows back-off, sample the correct value of b S'stored base delay, we rep ag@) by q.(1), i€, the gueue

. at?’ccupancy measured by each sender, and simply observe that
delay and thereafter share the bandwidth equally. (1) varies in the interval(g(t) — (N — 1)7,4(t)). Indeed,

. . .. . . 7
Despl_te its behnef_|0|al_effec|ts, th? |_ntroduct|on| of such a;]'ﬂe last flow makes the largest error in the estimation of the
aggressive mechanism in a low priority protocol seems COﬂl]euing delay, because it measures as base delay the actual

trary to LEDBAT original design goals. In fact slow-starsal ropagation delay increased by —1)7. the sum of the target
disturbs the operation of other protocols sharing the @ogttk, Selgy %f all precgding flows ??Jfollo)v% thatj, j € N g

as they will experience losses as well. Though the real numbe
of packet losses can be very limited [13], causing only min%i(t) L W) = Wi(t) — W (tn) + /t qj(u) — gi(u) du

troubles to other services, in the following we try to devise n Rt
some less intrusive solutions to the fairness issue, whidh w 3)
be anyway inspired by the lesson of slow-start. where |q; () — ¢:(t)| is bounded by(N' — 1)r. Hence, if we
V. INTRODUCING MULTIPLICATIVE DECREASE chooset* equal toty + % with (i*,7*) =
From the study of the slow-start solution we can derive &8 max; jex W'(tn) — W/ (tn), it results:
simple intuition: the introduction of a multiplicative dease () 2 max Wit) — Wi(t) >0 .
in the window dynamics, which causes a sudden drop of send- " ijEN ’
ing rate, can relieve the fairness issue. In fact, multgtie m
window drops clearly accelerate the buffer drain, thuswlig It is worth observing that the additive decrease component

flows to better estimate the base delay and potentially egeve makes the system not only unfair in general, but also uretabl
to a stable and fair regime. In other words, we conjectufg the Lyapunov sense. This can easily be observed from (3)
LEDBAT additive decrease component to be the princip@y looking at the dependence of the regime>(t*) on the
cause of unfairness. initial condition. Such result has been first shown by Jain
In this section, after analytically demonstrating theimtr in the late 80s [19], in the simpler case when the additive
sic instability and unfairess due to the additive decreagfrease/decrease factor is constant and equal for all flows
component, we explore two ways of explicitly introducin ) )
a multiplicative decrease in the LEDBAT protocol: first, w%- Random window dropping
superpose a probabilistic window drop to the LEDBAT linear From the above remarks, we learn that a multiplicative
controller (1) in Sec. V-B; then, we directly replace thelecrease must be added for the protocol to work properly:
additive decrease with a multiplicative one in Sec. V-C.  for instance, if LEDBAT flows autonomously slowed down
. their rate at regular intervals, we could avoid forcing &sm
A. Impact of additive decrease the buffer (i.e., slow-start) altogether. A simple way tdice
We argue that the additive decrease, rather than the measthis behavior is to randomly drop the congestion window:
ment errors, is the main cause of unfairness in the LEDBAIpon reception of an acknowledgment packet, in addition the
protocol: in other words, the late-comer advantage is Higtaa adjustments specified by (1), we also halve the congestion
fundamental drawback of the additive decrease term, mganimindow with a constant probability. At flow level, this results
that the original design is currently misguided. in a dropping rate proportional to the current transmissaia.
Without any loss of generality, let us consider the cas&/ of The evolution of the congestion window in the simple case of
LEDBAT flows with the same round trip timé(¢), sharing two flows with a drop probabilityp = 10~ is reported in
the same link of capacity’ and finite buffer sizeB. Each Fig. 2-(c), showing a fair share.
flow ¢ € N, with A" = {1,2,..., N}, starts att; > 0, with Now we want to identify an optimal range of values for
ty <ty < --- <ty and with an initial congestion window the drop probabilityp. We preliminary consider the case of
W;. Given the packet-level congestion window dynamics itwo flows arriving at the bottleneck with a gap &f' = 10 s
(1), we demonstrate the following statement. plus a random jitter uniformly distributed ip-1,1]ms. In
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. _ . rate-dependent, and thus penalizes flows proportionatlyeio
Fig. 3, one can observe the resulting resource allocation é@nding rate (window). Fig. 2-(d) shows the evolution of the

terms of efficiency (left axis) and fairness index (right xi congestion window for two competing flows with = 0.6.

as a function of the chosen drop probabilipy For each v can observe rate convergence to a stable regime where
value of p we represent mean and variance (with verticgl,qp, fiow gets a fair share of the capacity, once both flows

bars) of the considered metric ov&5 simulations, each one e correctly estimated the base delay. Moreover, at stead

lasting 300s. As expected, for small values pfwe obtain @ giate flows decrease their windows simultaneously: this is a

low faimess index (_b(_acause_ Fhe_drop event is not fre(me(ﬂstsirable property, since newly arriving flows will have the
enough), but an efficient utilization of the bottleneck. O.asion to correctly measure the propagation delay.

the opposite side, whep becomes high the efficiency is | jq jn the random drop solution of V-B, a careful choice of
extremely compromised, while the fairness is restoredpl®s o mtiplicative factord has to be made. Following the same
th? natural tradeoff between filrnesgs and efficiency, \Sahfg approach used before, we first study the case of two flows and
p in the grey-shaded rande0™", 107"] seem to allow a fair o consider the general case with a greater number of flows.
and .eff|C|ent sharg of resources. N In Fig. 5 we plot mean and variance ov&§ simulations of
Still, the selection of the random probability strongly  efficiency and fairmess for increasing valuesfofwe actually
depends also on the number of flows sharing the bottlene%bort the valuel — 3 on the x-axis). As before, flows starts
the larger the number of flows, the largershould be in iy 4 gap of AT = 10s plus a random jitter. As expected,
order to have all flows simultanequsly slow down to aHOW/aIues of3 close to0 (i.e., 1— 3 close tol) solve the fairmness
new-comer flows to measure the right base delay. To confifgy,e pyt introduce an efficiency loss. On the contrary wlue
this intuition we report in Fig. 4 the behavior of and " ¢ 5 ¢jose to 1 are not able to solve the latecomer advantage,
for three values op when IV € [2,10]. Mean and variance yie|ging low fairness values. Values belonging to the gray-

over 100 simulations of the considered metrics are plott¢f,qeq part of the graps (€ [0.90,0.99]) instead guarantee
for the case where each flow starts randomly[in60]s. If 5k fairness and efficiency.

the efficiency remains very high, with a good utilization of Fig. 6 shows the case oN > 2 flows: on the one
link starting from N' = 4 for all p settings, the faimess panq the efficiency of smaller values 6f improves when
index shows an improvement over the plain LEDBAT casg,itiple flows are involved; on the other the fairess of
but is however far from the optimum. In fact, when multiplg,qer values ofs decreases. In fact, in this case, to prevent
flows are involved, one should use a much higher probabilifye delay estimation error, the multiplicative decreaseoia
to achieve a perfect share of resource, which would in tUfg o be smaller to obtain a more significant drop in the
impose a more significant cost in term of link efficiencysenging rate. However with respect to the previous solution
especially for small values av. the multiplicative decrease achieves better performamte b
in terms of efficiency and fairness. In particular the value
= 0.94 has optimal results for both metrics whénh > 4,

The encouraging results of the previous section and th@ich is the typical scenario of a P2P application.
analysis of Sec.V-A, suggest taking a step further and re-

placing the LEDBAT additive decrease with a multiplicative VI. DISCUSSION ANDCONCLUSIONS

one altogether. Therefore, we modify the algorithm so that,In this paper we analyzed four alternative solutions to

whenever an ack packet carries a delay sample exceedimga-protocol fairness issues arising in LEDBAT. The first

the targetr, the window drops by a factop < 1, i.e., two solutions, based on random pacing and on an additional
W(t+1) = W (t). Notice that the multiplicative decrease islow start phase, were respectively inspired by the disocuss

C. Multiplicative Decrease
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within the LEDBAT IETF working group [5] and by previous [2]
work. Their objective is to de-correlate flow dynamics, so to

. . 3]
allow flows to get a correct estimate of the queuing dela)}.
In both cases, unfairness appears to be only partially 4]
ineffectively relieved: the random jitter addition shows mreal
improvement in terms of fairness, whereas introducing @-slo (5
start phase goes against LEDBAT low-priority goal.

While investigating the reasons behind the unfairness, dfl
accurate analysis of window dynamics has highlighted the
limits of the additive decrease component. In fact, as direa [7]
observed in a much simpler scenario by Jain in [19], additive

S. Morris. (2008, Dec).Torrent release 1.9 alpha 13485. [Online]. Avail-
able: http://forum.utorrent.com/viewtopic.php?pid=3062p379206

S. Shalunov, “Low extra delay background transport Ii,” IETF
Draft, Mar 2009.

L. S. Brakmo, S. W. O'Malley, and L. L. Peterson, “TCP Vepgas
New techniques for congestion detection and avoidance, AGM
SIGCOMM'94 London, UK, Aug 1994.

LEDBAT Mailing List Archives. [Online]. Available: hi://www.ietf.
org/mail-archive/web/ledbat

Q. Z. Kun Tan, Jingmin Song and M. Sridharan, “A compound app
proach for high-speed and long distance networks|EEBE INFOCOM
'06, April 2006.

S. Liu, T. Basar, and R. Srikant, “Tcp-illinois: a losadadelay-based
congestion control algorithm for high-speed networks,Pioc. of ACM
Performance Evaluatignjun 2008.

decrease prevents the system from converging to a stable g8 o kuzmanovic and E. W. Knightly, “TCP-LP: low-priorityesvice via

fair regime. In the LEDBAT case, the error in the estimation
of the queuing delay further hinders the convergence to [%]
fair state. Therefore, we devised two possible alternatiee
incorporate a multiplicative decrease term in the LEDBATL0]
controller: first, by adding a probabilistic drop to the dile
increase/decrease dynamics, then by directly replacieg {hy
additive decrease with a multiplicative one altogethere Th
results are promising as they display a region of the pamet[lz]
(drop probabilityp or decrease factos) where fairness can
be achieved at no or little expense of efficiency.

Although both solutions have their merits, thdld]
multiplicative-decrease one may be more appropriate,ngive
() better results in terms of efficiency and fairness whem4]
multiple flows are competing on the same link, and (ii) the
solid theoretical foundation of a purely multiplicativengiow |15
decrease, already proved in [19], for increase/increasera
equal for all competing flows. In our future work, we plagm]
to pursue the design of an additive increase/multiplieati
decrease controller tailored to LEDBAT goals, carefully
addressing the choice of the optimal multiplicative deseeall”]
factor 8 and also considering a wider range of scenarios.
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