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Abstract—In this paper we proposea novel methodologyto gen-
erate realistic traffic tracesto be usedfor performance evaluation
of switches.Indeed, real Inter net traffic showslong and short range
dependencycharacteristics, difficult to be captured by flexible, yet
simple, synthetic models. One option is to usereal traffic traces,
which however are difficult to obtain, asrequiresto capture traffic
in differ ent placeswith synchronization and managementproblems.

Wetherefore presenta methodologyto generateseveral synthetic
traffic tracesfrom a singlereal trace of packets, by carefully group-
ing packetsbelongingto the sameflow to guaranteeto keepthe same
statistical properties of the original trace. After formalizing the
problem,we solveit and apply the resultsto assesshe performance
of schedulingalgorithms in high performance switches,comparing
the resultsto other simpler traffic modelstraditionally adoptedin
the switching community. Our resultsshow that realistic traffic de-
gradesthe performance of the switch by more than one order of
magnitude with respectto the traditional traffic models.

|. INTRODUCTION

In the last years,mary differentstudieshave pointed
out how the Internettraffic behaes, focusingtheir anal-
ysis on the statisticalpropertiesof IP paclets and traf-
fic flows. The whole network communityis now more
consciousthat traffic arriving at an IP routeris consid-
erably different from the traditional models(Bernoulli,
on/off andmary others).The seminalpaperof Leland[1]
gave new impulsesin traffic modeling,leadingto a huge
numberof paperdeeplyinvestigatingsuchproblemfrom
differentpointof view. A groupof studiefocusedon sta-
tistical analysisanddatafit, e.g.[2]. Theseworks high-
lightedtraffic propertiesuchasLong RangeDependence
(LRD) at large time scalesandalsomulti-fractal proper
ties. LRD is probablythemostrelevantcauseof degrada-
tion in systemperformanceébecausét heaily influences
the buffer performancevhosebehaior, beingcharacter
ized by a Weibull tail [3], is considerablydifferentfrom
the exponentialtail of corventional Markovian models.
However, nocommonlyaccepteanodelof Internettraffic
hasyetemepged,becauseitherthe proposednodelsare
toosimple(e.g.,Markovian models) or very comple and
difficult to understandandtune (e.g., multi-fractal mod-
els).

Therefore|nternettraffic is intrinsically differentfrom
the random processesommonly usedin performance
evaluation of networking systems,where trace-drven
simulationsarethe mostcommonlyusedapproach.This
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appliesin particularto performanceevaluationof high

speedswitches/routerssince the overall compleity of

switchingsystemscannotbe fully capturedoy analytical
models. Hence,all the switch designerause simulation
to validatetheirarchitecture®y stressingts performance
undercritical situations.

How to generatehetraffic to feedthesimulationmodel
is still an openquestion becausei) traffic models(like
Bernoulli, on/off, etc.) areindeedflexible and easyto
tune, but they are not good model of real Internettraf-
fic; ii) real traffic tracesare more difficult to tune, and
are not flexible sincethey refer to a particularnetwork
topology/configurationln this paperwe proposea novel
approachto generatesynthetictraffic tracesto be used
for performancesvaluation. It steamsfrom the genera-
tion of synthetictraffic from a real trace, and addsthe
capabilityof building differentscenarioge.g.,numberof
input/outputports andtraffic pattern),keepingreal traf-
fic characteristicand providing synthetictraffic flexibil-
ity. Themainideais to generatehetraffic which follows
thetime correlationof pacletsat IP flow level and,atthe
sametime, satisfiessomegiven traffic patternrelations.
As interestingexampleof applicationthe performancef
basicswitchingarchitecturesirediscusse@ndcompared
to thetraditionbenchmarkingnodels.

Il. INTERNET TRAFFIC SYNTHESIS

We considera N x N switch,whereeachswitch port
is associatedo aninput/outputlink toward externalnet-
works, asshawn in top plot of Fig. 1. Onepossibleap-
proachto feedthis switchwith real paclet tracesrequires
to samplethetraffic ateachof the NV links; unfortunately
this approachs not easilyviable, sinceit requireseither
tohaveareal N x N switchingarchitectureor to manage
andsynchronizeseveraldistributedpaclet sniffers.

In a more realistic situation, only one tracereferring
to onelink is available: for examplein this work, traf-
fic traceshave beensniffed at Politecnicos egressrouter,
as shavn in bottom part of Fig. 1. Oncethe traceis
available, a methodologyto createdifferenttraffic sce-
nariosis required,for exampleby imposingspecifictraf-
fic relationsamongthe input/outputports. The output
of the methodologywill be a set of NV traces, satis-
fying the constraintsimposedby the selectedscenario.
Our approachtries to establishthe bestmappingamong
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Fig. 1. Internettraffic abstractiormodel(onthetop) andmeasuresetup
(onthebottom).

source-destinationP addressegs, d) and input-output
ports(i, j) of theswitch(i.e., s < i andd < j), in order
to generatea total of NV synthetictracesthat canbe “re-
played”,i.e. fed to the V input links of the switchunder
analysis.

Thetraffic relationsaredescribedy atraffic matrix 7,
of sizeN x N, expressinghenormalizedaverageoffered
load betweerary inputandoutputports.

Additional constraintsmust be met in orderto keep
the statisticalbehaior of the original traffic trace,e.g.,
to keepthe paclet time correlationamongthe IP paclets
having the samesourceanddestinatioraddresses.

This problemis intuitively not trivial, given the num-
berof constraintshatmustbe satisfied.To betterdiscuss
the synthesisproblem, we introducethe notation used
throughoutherestof the paperthenformalizethe prob-
lem, andsole it usinga greedyheuristic.

A. Preliminary Definitions

Whenftraffic is routedon a network, it is possibleto
focus the attentionon different level of aggreations—
namelyIP paclet, IP Flow, and Flow Aggregate levels.
In particular we define:

« IP Flow: An IP flow aggreatesall IP pacletshaving
the samelP sourceaddress; € S andIP destinatiorad-
dressd € D. We stateits sizeexpressedn byteswith fs4,
andits normalizedload psq = fsa/ Zhes Zke'D Tnk-
This is a naturalaggreation level which entailsthat IP
paclets routedfrom s to d will follow the sameroute,
closelymimicking Internetbehaior.

« Flow Aggregate: We definea flow aggrgjate Fs,p,
asthe aggreation of all paclets having sourceaddress
s € §; C S anddestinationaddress! € D; C D. We
will chooseaddressetssuchthat{S;} and{D; } arepar-
titions of S andD respectiely.

Theflow aggrgjate Fs,p, representshe traffic cross-
ing the switch from input i to outputj. Let us denote
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Fig. 2. Internettraffic atdifferentlevelsof aggreation

the address-2-portmappingfunction with A2p(); then,
for ary sourceaddresdied to a specificinput i we have
A2pP(s) = i,¥s € S;, aswell asfor ary destinationad-
dressit holdsA2p(d) = j,Vd € D; for aspecificoutput
portj.

Fig. 2 reportsanexampleof the previousclassification:
at the bottomthereis the original traffic trace,which is
composedy four IP flows (labeledA,B,C,D). Thentwo
flow aggrejatesare generatedconsideringthe union of
{A,B}, and{C,D} respectiely.

B. Traffic Matrix Geneation

The mappingof the IP flows to a given traffic matrix
T establishes binding amongIP addressesand switch
ports. More formally, this binding can be thoughtasa
generalizatiorof the P||C),,. optimizationproblem of
schedulingjobs over identical parallel machines[4],and
its formalizationis providedin Fig. 3, in which element
(4, 4) of matrix X is denotedby X;;, thei-th row by X;
andthe j-th columnby X7, being X thetransposena-
trix of X.

The normalized P flows load matrix A € [0, 1]S1%I7|
is the input of the optimizationproblem,in which each
IP flow representsa job of size p;; which have to be
scheduledvithout deadline. A fixed numberN? of ma-
chinesareavailable,eachcorrespondingo aninput out-
put coupleof the switch; eachmachineis assigned tar-
get completiontimeg, i.e., the target (normalized)traffic
matrix 7' € [0, 1]V>*¥, which canbe exceededwithout
penalty MatricesS € {0,1}V ISl andD € {0,1}/PI*N
arethe outputof the problem,i.e., the mappingof jobsto
machinespr, in our case,the mappingof sourcelP ad-
dresseso switchinput portsanddestinationP addresses
to switchoutputportsrespectiely.

The objective is to minimizethe maximumerror com-
mittedin the approximationj.e., the maximumdeviance
from the tamgettraffic matrix. The first two systemcon-
straintslower boundthe error z;; with the absolutedif-
ferenceamongtheapproximated.S; A)DjT mappingand
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Fig. 3. Theoptimizationproblem

thetargetT;; completiontime.

With respectto the classicP||C,,q, formulation,two
additionalconstraintsare present.oncean IP destination
addresshas beenmappedto a particular switch output
port,thenall IP flowswith thesamedestinatiorlP address
mustbe mappedto the sameoutputport, aswe assume
that only one pathis usedto route paclets. The same
appliesfor IP sourceaddressesnd switch input ports.
Therefore,eachflow sourcewill usejust onerow of the
machinegrid andeachflow destinationwill usejust one
column,asenforcedby thelasttwo constraints.

Since the well known P||C,,., optimization prob-
lem [4] is known to be strongly NP-hard, its bi-
dimensionakxtensioncannothave a polynomialtime so-
lution. Moreover, dueto thesizeof our problem,we look
for a simpleandfastapproximationof the optimal solu-
tion: amongall the possiblestratejies,agreedyapproach
hasbeenselectedlueto its extremesimplicity.

C. GreedyPartitioning Algorithm

In this section,we will briefly highlight someof the
main featuresof the greedy adoptedstratgyy, whose
pseudo-codés shavn in Fig. 4. Theintuition atthe base
of thealgorithmis to try to mapthe heaviest(un-mapped)
IP flow (s, d) to the freestport pair (¢, 7), andthenforce
all flows having the samelP sourceaddresgo enterfrom
the sameswitch input port, while flows having the same
destinationaddresswill be force to exits from the same
switch outputport. Thisis doneby updatingthe approx-
imatedtraffic matrix I', whoseelementsaccountfor the
sizeof IP flows assignedo thatparticularport pair. This
is repeateduntil all theP flows have beenmapped.

In the context of a greedysolution, the choiceto ac-
commodateat eachstepthe heaiest remainingIP flow
—which simply yields to processIP flows in a reversed
sortedorderis quiteintuitive. However, thisnotthecase
for the port pair selection;indeed,we tried several poli-
cies, andtestedtheir performanceunderdifferenttraffic
scenariosFor example:

« theport pair correspondingo the globally largestele-
mentin T —T',i.e. (4, j) < argmax,, (T, — Dinon )i
« the row-wiselargestelement,i.e. the largestelement
of the largest row i« argmax,,(d_; Tk — U'm,k)s

T'mn =0, Vm,n

while( 3psq>0) {

/1 select freer ports and heaviest IP flow
(17]) « arg %%X(Tmn - an)

(s,d) < arg max pmn
mn

/1 set address-to-port mapping if unset
if( Fa2p{s} ), a2p{s}—i
if( Fa2p{d} ), a2p{d} —j

/1 update T involving al ready mapped dests
foreach( already napped dA) {
if( p,g>0) & ( Fa2p{d} ) {
Fz’,aZp{zi} = Fi,aZp{zf} tPsq
Psd =
}
}

// update T involving already mapped sources
foreach( already mapped § ) {
if( psa>0) && ( Ja2p{s} ) {
Tazp{s},s = Tazp{s},j + Psd
Psd =

Fig. 4. Thegreedyalgorithm

Jj < argmax,(T;, —I';,,) — or, symmetrically the
column-wisdargest;

« the coupled(row,column)-wisdargestelementthatis
the elementthat lies at the intersectionof the largest
row andcolumn,i.e. i «— argmax,, (>, T,k — Dm,k),
J —argmax, (3, Thn — Liyn)-

All the former approachegjave similar resultsonly
with uniformtargetmatrix71'; in theothercasesheglobal
approaclgave thebestresults evenwhencomparedo the
coupled(row,column)-wise.Indeed the global approach
triesto minimize the maximumerror amongthetargetT
andapproximatedraffic matrixI" atalocal level,i.e. for a
specificinput/outputpair. Otherstratgiestry to minimize
respectiely the error on eitherthe input ports (row-wise
stratgyy) or theaveiage error (coupledstratay), explain-
ing thustherelatively worseperformances.

I1l. PERFORMANCE STUDY
A. Measuementsetup

In orderto collecttraffic traces,we obsened the data
flow ontheInternetaccesdink of ourinstitution,i.e.,we
focus on the dataflow betweenthe edgerouter of our
campud_AN andtheaccessouterof GARR/B-TEN,the
Italian and EuropeanResearcetwork. Sinceour uni-
versity hostsmainly actasclients,we recordedonly the
traffic flows originatedby externalsenersreachingnter
nal clients(i.e., thedirectionhighlightedin Fig. 1).

The trace hasbeensampledduring a busy period of
six hours,by collectingdataon 28 million of pacletsand
42400IP flows. Thetime window hasbeenchosensuch



thattheoveralltraffic is testedo bestationarybothfor the
first andsecondorderstatistics.The propertyof realtraf-
fic thatwe mainly take into accounts thelong rangede-
pendeng whichis well known to beresponsiblef buffer
performancedegradation. It is not the topic of this pa-
perto provide a statisticalanalysisof thetraffic measured
at our institutionrouterbut it is relevantto highlight that
the measuredraffic exhibit LRD [5] propertiesfrom the
scalesof hundredsof millisecondsto the entirelengthof
the datatracewith the Hurst parameteiin the rangeof
0.7-0.8[6].

B. Theswitching architectuesunderstudy

An IP switch/routeiis avery complex systen{7], com-
posedby severalfunctionalities:herewe focusour atten-
tion only on the performanceof switching systems.We
considera simple model of the switching architecture,
basedntheonedescribedn [8]. Theincoming,variable
size,IP pacletsarechoppednto fixedsizecellswhichare
sentto the internal switch, wherethey aretransferredo
outputport, andthenreassemblethto the original pack-
etsbeforebeingsentacrosshe outputlink. Theinternal
switch, which operatesn a time slottedfashion,canbe
inputqueuedlQ), outputqueued OQ) or acombinedso-
lution, dependingof the available bandwidthinside the
switchingfabric.

IQ switchesareusuallyconsideredscalingbetterthan
OQ switcheswith theline speedandfor this reasorthey
areconsideredn practicalimplementationsf high speed
switches.Input queuesareorganizedinto thewell known
virtual outputqueue(VOQ) structure necessaryo max-
imize the throughput. One disadwantageof 1Q switches
is thatthey requirea schedulingalgorithmto coordinate
the transferof the paclets acrossthe switching fabric;
the performanceof anIQ switch, in termsof delaysand
throughputjs very sensibleo the adoptedschedulingal-
gorithmanddependslsoonthetraffic matrix considered.
Schedulingalgorithmscanwork eitherin cell modeor in
padket mode[8]. In cell mode,cells are transferredn-
dividually. In paclet mode,cells belongingto the same
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5000 cellsperVOQ,i.e. about320KBytes perVOQ and

about2.5 MBytes perinput port— which is areasonable

amountof high-speeanemoryavailabletodayin aninput

card. In the OQ switch, buffers are setequalto 40000

cells(= 5000 x 8) to comparefairly with thelQ switch.

C. Traffic scenarios

For the sale of spacewe presentour resultsonly for
uniform traffic, i.e. T;; = «/N, wherea (between0.1
and0.9) is theaverageinputload, normalizecto thelink
speedWe considertwo scenariosgdependingon the pro-
cesof pacletgeneration.

o Packet trace (PT). Packets are generatedaccordingto

IP paclet aretransferrecasatrain of cells,in subsequent the trace,following the methodologyof traffic synthesis

time slots; hence the schedulingdecisionis correlatedo
thepacletsize.

In the past,the performanceof several schedulingal-
gorithmshave beencompared8], [9] underBernoulli or
correlatedon/off traffic. Here we comparethe perfor
manceof maximumweight matching(MWM) [10] and
iSLIP [11] schedulingalgorithmsunderdifferent traffic
models.We selectedMWM asexampleof theoreticabp-
timal algorithmwhichis too comple to beimplemented,
whereasSLIP waschoserasexampleof practicalimple-
mentationwith suboptimalperformance.

We considera 8 x 8 switch, with internalcell format
of 64 bytes. In the IQ switch, buffers are set equalto

we presentedn Sec.ll-B.

« Padket trimodal (P3). Packet generations modulated
by an on/off process,satisfying the traffic matrix 7.

Paclet lengthsaregenerateaccordingto a trimodal dis-

tribution, which approximateshedistributionobseredin

our trace. This canbe considereda traditionalgoodsyn-
thetic model, tunedaccordingto the featuresof the real

trace.

D. Simulationresults

Figs.5 and6 plot theaveragedelayasafunctionof the
normalizedload for tree configurations:OQ switch, IQ
switch with MWM schedulerand IQ switch with iSLIP
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schedulerThefirst graphrefersto cellmode(CM) sched-
ulersfor 1Q, the secondo paclet mode(PM) schedulers
for 1Q. In all casesthe delaysexperiencedunderPacket
Tracemodelaremuchlargerthanin the caseof trimodal
traffic. This holdstrue notonly for high load, but alsoat
low loadthe effect of the LRD traffic causesnuchhigher
delay Note also that the performanceof CM and PM
arealmostthe samein both scenariosthis is reasonable,
sincethe estimatedcoeficient of variation of the paclet
lengthdistribution is 1.05 and,accordingto the approxi-
matemodelin [8], CM andPM shouldbehae the same.

Fig. 7 shavs thethroughputachiezedin bothscenarios
consideringCM policies(PM behae thesame).Because
of the LRD propertyof theinput traffic, the queueoccu-
pationunderPT is much larger than P3 causinghigher
lossprobabilityandreducedhroughput.

The mostsurprisingresultis thatthe relative behaior
of the threeschedulershangedrom P3to PT. Indeed,
0Q,IQ-MWM anlQ-iSLIP give almostthe sameperfor
mancewith thetraditionaltraffic model,while adegrada-
tion in the throughputcurvesis presentconsideringthe
Paclet Trace model (up to 10% reduction)and an in-
creasen delays.Moreover, IQ-MWM behaestheworse
consideringthe delay metric, which dependsmainly on
metric basedon queuelength[8]; iSLIP on the contrary
shaws shorterdelaysthanOQ: one partial explanationof
this is that, for high loads,iSLIP is experiencinglarger
lossesthan OQ underPT (larger than IQ-MWM for in-
stance)asFig. 7 shaws.

Finally, the mostimportantfactis that OQ is penal-
izedin termsof averagedelay:the sharedouffer at output
gueueallow muchlonger queuesto build up, therefore
degradingthe delay performancebecausef the Weihull
tail [12]. Theseresultsunderlinethattraffic modelstradi-
tionally adoptedo assesswitchingperformancerenot
capableof shawving realworld figures.

IV. CONCLUSION

This work proposeda novel andflexible methodology
to synthesizeealistictraffic tracesto evaluatethe perfor
manceof switchesand, in general,of controlled queu-

ing networks. Packetsaregeneratedrom a singlepaclet
tracefrom which differentsynthetictraffic tracesareob-
tainedfulfilling a desiredscenarioge.g.,a traffic matrix.
Additional constraintsareimposedto maintainthe orig-
inal traffic characteristicsmimicking the behaior im-
posedby Internetrouting.

We comparedheperformancef aswitchadoptingdif-
ferentqueuingand schedulingstratgies, undertwo sce-
narios: the synthetictraffic of our methodologyandtra-
ditional traffic models. We obsened that not only abso-
lute valuesof throughputand delayscanchangeconsid-
erablyfrom onescenarioto the other but alsotheir rel-
ative behaiors. This fact highlights the importanceof
somedesignaspectge.g.,the buffer managementyhich
are traditionally treatedseparately Theseresultsshov
new behaioral aspectof the queuingandschedulingn
switcheswhich requiresmoreinsightin thefuture.
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