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Abstract— We present a study of web user behavior when  The rest of this paper is organized as follows: Section Il
network performance decreases causing the increase of pagedefines and validates the interruption measuring criterion
transfer times. Real traffic measurements are analyzed to fier Section Il analyzes the interruption of real traffic traces

whether worsening network conditions translate into greaer ti th t it fi thered Its: .
impatience by the user, which translates in early interrupfon of reporting the most interesting gathered results; congusi

TCP connections. Several parameters are studied, to gathéneir ~ considerations are the object of Section IV.
impact on the interruption probability upon web transfers: times
of day, file size, throughput and time elapsed since the begiing Il. INTERRUPTEDFLOWS: A DEFINITION

of the download. Results presented try to paint a picture of e . . - L
complex interactions between user perception of the Web and With interruption eventve indicate the early termination of

network-level events. an ongoing Web transfer by thaient, before the server ends
sending data.
|. INTRODUCTION AND MOTIVATION From the browser perspective, such an event can be gener-

Web browsing is one of the most popular activities on thated by several interactions between the user and the applic
Internet, so it is not surprising that network traffic laggebn-  tion: aborting the transfer by pressing the stop buttoryifeg
sists of interactive HTTP connections. Web users, at a ratfiée page being downloaded by following a link or a bookmark,
unconscious level, usually define their browsing expegeng@r closing the application.
through the pagdatency (or response time defined as the ~ From the TCP perspective, the events described above cause
time between the user request for a specific web page and @ early termination of all TCP connectidnihat are being
complete transfer of every object in the web page. used to transfer the web page objects. While it is impossible

With the improvement in server and router technology, tHe distinguish among them, they can all be identified by
availability of high-speed network access and larger cgpaclooking at the evolution of the connection itself, as desil
pipes, the web browsing experience is currently improvin#! the following section. Though it would seem natural to
However, congestion may still arise, causing the TCP congé&®nsider the interruption as a “session” metric rather than
tion control to kick in and leading to higher page latenciesflow” metric, session aggregation is extremely difficultdan
In such cases, users can become impatient, as testified bya#iécal [2]. Therefore, due also to the hazy definition ofélv
popularization of thaNorld Wide Waitacronym [1]. The user session”, we will restrict our attention to individual TCBMis,
behavior radically changes, the current transfer is atlpeted  attempting to infer the end of ongoing TCP connections grath
maybe a new one is started right away, e.g., hitting the ‘stofian the termination of ongoing Web sessions.
reload’ buttons in Web browsers. Our results were obtained running a TCP-level logger,

This behavior can affect the network performance, siné&@lled Tstat [4], [5] and developed by the Network Re-
the network does some effort to transfer information whicgearch Group at Politecnico di Torindst at rebuilds TCP
might turn out to be useless. Furthermore, resources ditmte CONNection status by looking at trace of packets, tracking
aborted connections are unnecessarily taken away front otHi® connection set-up, evolution and tear-down. It pasive
connections. analyzes the packet trace which contains both incoming and

In this paper, we do not focus on the causes that affedtgoing packets (so that both data and acknowledgment seg-
the web browsing performance, but, rather, on the measuf@ents are present). As outpiist at produces a TCP-level
ment of the impact of the user behavior when dealing witidce, logging several connection parameters for eaclyzetl
poorly performing web transfers. Using almost two montH$W. The results presented in this paper refer to almost two
of real traffic analysis, we study the effect of early transfénonths of real traffic analysis performed on our campus acces
interruptions on TCP connections, and the correlation betw link (during the months of October and November 2002).
connection parameters (such as throughput, file size,atd) Within our network there are more than 7000 hosts, mostly
the probability of early transfer interruption. clients, but there are also several servers regularly aedes

from the outside of our institution. A total of more than 2.2
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Scientific Research under the project TANGO. 1in this paper we interchangeably use the tecosnectionand flow.



millions TCP flows have been logged and analyzed, more than Oo”p' eted Flow Interrupted Flow
88% of them being HTTP connections, i.e., server port equal L s

to 80, upon which we restrict our analysis. 3 '"&;E‘;é&};’nﬁ\q}m\

Set up
A. Methodology Three va LAk
In order to define a heuristic criterion discriminating be- e T R
tween interrupted and completed TCP flows, we first inspected : 1 I,

several packet-level traces corresponding to either iy
interrupted or regularly terminated Web transfers. We iwbns
ered the most common operating systems and web browsers:
Windows 9x, Me, 2k, Xp and Linux 2.2.x, 2.4.x were checked, 1
in combination with MSIE 4.x, 5.X, 6., Netscape 4.7x, 6.x or 3 oo
Mozilla 1.x. ‘
Figure 1 sketches the evolution of a single TCP connection
used in interrupted (right) versus completed (left) HT Té&hs-
action. In the latter case, after the connection set-upclibat
performs a GET request, which causes DATA to be transmitted
by the server. If persistent connections are used, sevérat G
DATA phases can follow. At the end, the connection tear-down
is usually observed from the server side through FIN or reset ‘
(RST) messages. Conversely, user-interrupted transéersec 1 v |
the client to abruptly signal the server the TCP connection @ ient Ser ver Ti me Qient Server
interruption. The actual chain of events depends on the OS
used by clients, i.e., Microsoft clients immediately semd a
RST segment, while Netscape/Mozilla clients gently cldee t
connection by sending a FIN message first. From then on, the —
client replies with RST segments upon the reception of serve S
segments that were in flight when the interruption happened /
(indicated by thicker arrows in the figure). In all cases, asgr
interruption action generates an event which is asynchusno
with respect to the self-clocked TCP window mechanism.
In Figure 1, several time instants are also identified:

e Trs andTrg identifying the time of the TCP Flow Start
and End, respectively;

o Tes and T g identifying the time of the client request 02
Start and End, corresponding to the first and last segment 0.0001
carrying data from the client side; e E'ngﬁ’.ble ‘O ? 4 ° 8‘ 0 12‘14 16 ‘18 2 ‘

e Tss and Tsg identifying the time of the server reply %0 30 e s 120 150 180 210 240 270
Start and End, corresponding to the first and last segment tgap [se]
carrying data from the server side. Fig. 2. tgap Probability and Cumulative Distribution

Timestamps are recorded gt at , which passively analyzes

traffic in between the client and server hosts (its locatieimdp

represented by the vertical dotted line in the figure); teee segment are said to be eligible. Thus:

the time reference is neither that of the client nor of theeér Eligible := - (FINg V RSTs) A DATAs A RST (1)

B. Interruption Criterion where the index § or C) refers to the sender of the seg-
From the single flow traffic analysis, we can defingnent. The client FIN asynchronously sent by Netscape/Mozil

a heuristic discriminating among client-interrupted anBrowsers can be neglected, because RSTs are sent anyway

completed connections. We preliminarily introduce apon the reception of the following incoming server packets

necessary condition to the interruption flow property, Wahic However, this criterion by itself is not sufficient to distin

we call eligibility, derived from the observation of Figure 1guish among interrupted and completed connections. Indeed

TCP connections in which theerversent DATA but did not there are a number of cases in which we can still observe

send a FIN (or RST) segment and thkent sent an RST an RST segment from clients before the connection tear-down

by servers. In particular, due to HTTP protocol settin 3
2|n the measurement setup we used, the packet monitor is tiosiee y P P 93 [ ]

client (or server) side, and therefore the reference esasniall, since the SEMVErs may wait for a timer to expire (usually set to 15
delay introduced by our campus LAN is small compared to th@.RT seconds after the last data segment has been sent) before

Fig. 1. Completed and Interrupted TCP Flow
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closing the connection; moreover, HTTP 1.1 and Persistent-
HTTP 1.0 protocols use a longer timer, set to a multiple of *
60 seconds. Connections abruptly closed duringitliestime
would be classified as interrupted, even if the data trassfer
were already completed.

To gauge this, let us defirg,, as the time elapsed between
the last data segment from the server and the actual flow end,
i.e.tgqp = tre—tse. In Figure 2 we plot both the pdf (in the
inset) and the CDF of,,, for all HTTP connections (solid
line) and the eligible ones (dotted lines). As can be obskrve
the majority of connections are closed within few seconds
after the reception of the last data segment. The servertim . .
expiration is reflected by the pdf peak after 15s, which is Instead, considering eligible flows, we observe that,

clearly absent for the eligible flow class. But the presen(’:% no Ionger_ correlated with the RTT, Morgover, we would
expect that, in this case, the asynchronous interruptientsv

of a timer at the client side, triggered about 60s after tisé la~™" I distributed his is al
segment is received, causes the client to send an RST seng@Hf)rmy ',St” uted among one RTT. T IS 1S almost con-
ed by Figure 3, except that the pdf exhibits a peak close

before the server connection tear-down, as shown by the chrE“ his i lained ideri he | £ th
plot for eligible flows. to 0. This is explained considering the impact of the TCP

Unfortunately, all flows terminated by the timer expiratioﬁNIndOW Siz€- the transmission O.f several packets W'th.m the
match the eligibility criterion: we need an additiontine same window, and therefore during the same RTT, shifts the

constraint in order to uniquely distinguish the interruptiews tsp measurement point, reducmg th?“’ toward smaller
from the subset of the eligible ones. Recalling that userint values than the RTT, as sketched in _F|gure 4 i

ruptions are asynchronous with respect to TCP self—clcg:kir-l-herefor.e’ frqm .the former observations, we define the flow
based on the RTT, we expect thgt, of an interrupted flow Interruption criterion as:

is roughly independent from TCP timings and upper-bounded Interrupted := Eligible A (fg4p < 1) (3)

by a function of the flow measured RTT. Let us define the o o o
normalized?,, as As a further validation of the criterion, we plot in Figure 5

the CDF of the server data size transmitted on a connection
toap = tgap/(a - prTT + B - ORTT) (2) of both complete and interrupted flows. Looking at the inset
reporting a zoom of the CDF curve, it can be noted that
where urrt and orrr are the average and standard deviatioie interrupted flows size is essentially a multiple of the
of the connection RTT respectivélyFigure 3 plots the,,, maximum segment size (which is usually set to the corre-
pdf for both the eligible and non-eligible flows when= 1 sponding Ethernet MTU of 1500 bytes). Indeed, for normal
andj = 0. For non-eligible flows, the pdf shows thigt,, can connections, the data size carried by flows is independemt fr
be either: the segmentation imposed by TCP. This further confirms that

in the former case not all the server packets reached that clie

3The prtT and orrr estimation used byfst at is the same as the one b i i

efore the interruption happened.
TCP sender uses. The lack of accuracy of the algorithm, thabitty of In order to teSFz[ thet ppsensitivi'[ to the interruption
RTT itself and the few samples per flow make this measurem@raccurate, gap y p

affecting thetgqp distribution. heuristic, we analyzed the interruption probability, ,i.the

close to 0 when the server FIN is piggybacked by the last
server data segments and the client has already closed its
half-connection or closes its half-open connection by the
means of an RST segment;

o roughly 1 RTT when the server FIN is piggybacked by
the last server data segments, and the client sends a FIN-
ACK segment, causing the last server-side ACK segment
to be received 1 RTT later by the server;

o much larger than 1 RTT for connections which remain
open and are then closed by an application timer expira-
tion.
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longer than 100 KB).

] ] . Figure 7 plots the number of interrupted versus totallyadac
ratio of the mtgrrupted connec_tlon number versus the ljotakq,, (left y-axis scale), together with their ratio (right y-
traced connections, both for different valuescofind 5 and  54is) "as a function of the time of day. Client flows only are
with respect to a simplified interruption criterion that 88 onsiderefi As expected, the total number of tracked flows
fixed threshold (i.e.{gap < Tinresn)- is higher during working hours, and the same happens to

Results are plotted in Figure 6, adding in the inset twerrupted flows, leading to an almost constant interarpti
relative error percentage to the cur{e,3) = (1,0), as a probability.

function of the time of day considering 10 min observation Gjyen this behavior, in the following we will restrict our

window. It can be seen that differefit, 5) values do not gnajysis to the 100-1600 interval, where we consider both
largely affect the RTT-dependent results (the error is Withine traffic and the interruption ratio to be stationary. Itsnu
few percentage points). On the contrary, a fixed-threshqld pointed out that our campus is mainly a client network
approach deeply alters the interruption ratio, comprangisiyoyard external servers, i.e., only the; of the tracked
the criterion validity. For example, whefitresn InCludes - connections have servers inside our campus LAN. Therefore,
the client 60-second timer of persistent connections, ther € 1, poth have a statistically meaningful data set and to coenpa
grows to over100%: recalling the results of Figure 2, thisihe client versus server results on approximatively theesam
would qualify almost all eligible flows as interrupted. Teer n;mper of connections, we used traces with different teaipor
fore we can confirm that the interruption criterion we definegytension. Theclient traces refer to the work week from
so far is affected by a relative error which is however Smaﬂ}londay 7 to Friday 12 November 2002 from 2010 1600,
enough to be neglected. where we observed848 unique clients contacting 18000
unique external server for a total of more thad® flows.
Instead serversdata refer to a two-month-long trace (Monday

In this section we study how the interruption probability, Friday, October to November 2002, 00:1600), where
is affected by the most relevant connection propertiesh suc ' ' ’

as the flow size, throughput and completion time. Also, we*Server flows yielded the same behavior.

Fig. 6. Sensitiveness of interruption ratio g 3

Ill. RESULTS



51016 unique external clients contacted 118 unique internal ™M ‘ Interuption Probability 03
servers generating.8-10° connections. For the same reasons, (Serven) Interm it e 8
the elephantsdata-set refers to the same period of the server  *M{ 025
trace.

Considering the selected dataset, the average percerftage
interrupted flow of all logged servers is 9.18%, while for
all logged clients is 4.20%. This shows that a significant
percentage of TCP flows are interrupted: this quantity was N

. 0.1K 3 0.1
measured on our campus network, which offers a generally W
good browsing experience, therefore we expect this ratio to

i
o
~

0.2

4 015

[N
=

l:’| Thrughput

Number of Sam%es
*

be much higher in worse-performing scenarios. ° oo

Table | details the interruption statistics for the threesmo 0
contactedinternal and external servers.¢; and#; represent, 0 20 40 60 80 100

. . Throughput [Kbps]

respectively, the total and the interrupted number of oleker ™ ‘ ‘ 03
flows. Apart from noticing that the number ekternal con- (Client) e e Saples e
tacted servers is higher and therefore the traffic is more Interrupted Samples o | .25
spread than thenternal servers, it is worth to notice that the
interruption probability of the three most contacted intér B 10k [P 0.2
servers is roughly the same for each serv&w). Considering g e 3
the external servers statistics, the interruption ratienmller 5 1k e . 015 2
(from 1.25% to 2.57%), and also smaller than the average &£ ‘ o«
interruption probability which is larger thaty.. This suggests 2 o s 401
that the three most contacted servers offer a good browsing 4
experience to our clients. 10 \ A u 0.0

In order to better understand the motivations that drive use
impatience, in the following subsections we inspect how the 0 P w0 p P 00
interruption probability varies when conditioned to diffat Throughput [Kbps]
parameterse. In particular, we define a$|, the ratio of Fig. 8. P|Throughput: SEIVer on the top, client on the bottom

the interrupted connection humber over the total connectio
number, conditioned to a general parameter, thus®, =

P{flow is InterrupFeqx }- InFUItNer’ when P IS constant .completed flows. This suggests that the early termination is
over anyx value interval, this means that the interruption IS . (99 o i
. ue to a link-follow behavior (i.e., the user clicking onlito
not correlated with the parameter .
reach a new page). On the contrary, interrupted elephans flow
A. Impact of the User Throughput have a throughput 1.5 times smaller than the one of completed
flows, confirming the intuition that a smaller throughputdea

Let theaverage user throughputte the amount of the data ehigher interruption probabiliy.

transferred by the server over the time elapsed between {R
connection setup and the last server data packet: refetsings. |mpact of Flow Size

Figure 1, we may write In Figure 9 the interruption probability is conditioned to

the flow sizé, i.e., Pgi... Considering client flows (on the
Throughput= Z DATAs/(tse — trs) bottom), we observe that there is a peak of short transfers

Figure 8 report 7, oughpu: as Well as the number of totalthat are abor_ted: this is due to _the interruption qf parallel
and interrupted flow samples, for both server (on the top) ah&P connections opened by a single HTTP session. In the
client (on the bottom) flows. The number of samples can 1§8rver case (top plot), th®|s;.. is higher, on average, than
read on the left y-axis, while the corresponding probapilithe previous case. In both cases, against expectations use
can be read on the right y-axis do not tend to wait longer when transferring longer flows, as

It can be noted that, in the server caBe, ougnpu: Slightly e increasing interruption probability suggests.
decreases when the user transfer rate increases, whlleeaagerb_ Completion and Interruption Times

increase in thé®| 7y, ougnput 1S ObServed by client connections, )
which is quite counterintuitive. However, this is explaine Figure 10 shows the dependence of completed and inter-

considering mice and elephant flows. Indeed, in the mice, calgpted server flows on the time elapsed since flow start ustil i

the interrupted flows throughput isl.3 times higher than for €Nd, i.€.,Pjim.. It can be gathered from the figure that users
mainly abort the transfer in the first 20 seconds: during this
5This performance parameter does not include the time elapseing
connection tear-down since it does not affect the user pgateof transfer 8In the case of interrupted connections, the size has to bepieted as the
time. amount of data transferred until the interruption occurred
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time, users take the most ‘critical’ decisions, while, afteat

time, they tend to wait longer before interrupting the tfans

The slow rise in the interruption ratio after the 20 seconds

mark, though, shows that users are still willing to intetrug'®l: caused by user impatience at waiting too long for web
the transfer if they think it takes too much time. downloads to complete. We defined a methodology to infer

Finally, Figure 11 considers server flows within the 0-205CP flows interruption, and presented an extended set of
interval only. ThePs;.. probability is further conditioned results gathered from real traffic analysis. Several parerse
to different classes of users according to their throughpf{@ve been considered, showing that the interruption proba-
1.8..P|gize| Throughput- THree throughput classes are considility is affecte(_j mamly_ by the_ user-percelved_ throughqu
ered: Fast¥ 100Kbps), Slow & 10Kbps) and Medium speed The presented interruption metric could be profitably used i
(between 10Kbps and 100Kbps). Looking at the figure, it Céﬂ@finir?g the user satisfaction. of Web performapce, as yvell as
be noticed that the three different classes suffer vengrifit {0 derive traffic models that include the early interruptisn
interruption probability: higher for slow flows, and mucH©onnections.
smaller for fast flows. Linear interpolation of data (dotted REFERENCES
lines) is used to highlight this trend. Indeed, slow conioast 1 R Kh 41 Jacob
massive_ly increage the interruption probat_)ility, whilestea ™ ht'tp:a,r? mw_ m?%or gs,’ Prot ocol s/ NL- Per f Not e. ht mi
connections are likely to be left alone. This shows that th# M. Molina et al., Web Traffic Modeling Exploiting TCP Connections’

throughput is indeed one of the main performance indexgs Temporal Clustering through HTML-REDUGEEEE Network, May 2000
[3] R. Fielding et al. Hypertext Transfer Protocol HTTP/1.RFC2616, June

that drives the interruption probability. 1999
[4] Tstat’s Honepage, http://tstat.tlc.polito.it/
IV. CONCLUSIONS [5] M. Mellia, A. Carpani and R. Lo Cigndyleasuring IP and TCP behavior

The research presented in this paper inspected a phe_on Edge NodeslEEE Globecom 2002, Taipei, Taiwan, November 2002

nomenon intrinsically rooted in the current use of the nter



