Abstract—From weather to networks, forecasting techniques constitute an interesting challenge: rather than giving a faithful description of the current reality, as a looking glass would do, researchers seek crystal-ball models to speculate on the future.

This work is the first to explore the use of Support Vector Machines (SVM) for the purpose of link load forecast. SVMs work well in many learning situations, because they generalize to unseen data, and are amenable to continuous and adaptive on-line learning, an extremely desirable property in network environments. Motivated by the encouraging results recently gathered by means of SVM on other networking applications, our aim is to enlighten whether SVM is also successful for the prediction of network links load at short time scales.

We consider the problem of link load forecast based only on its past measurements, which is referred to as “embedded process” regression in the SVM lingo, and adopt a hands-on approach to evaluate SVM performance. Our finding is that while SVM robustness is more than satisfactory, accuracy results are just close to be tempting, but not enough to convince. Based on the result of our experimental campaign, we then speculate on what directions can be undertaken to ameliorate the performance of SVM in this context.

I. INTRODUCTION

As network services and Internet application evolve, the network traffic is becoming increasingly complex and dynamic. On one hand, transport networks are challenged by the current convergence trend of voice/video/data services on an all-IP network, and by the fact that user-mobility will likely translate into service-mobility as well. On the other hand, the explosion of Internet gaming, telephony and television applications implies that we may be forced to re-think what we mean by “data” traffic: the widespread usage of application layer overlays, directly translates into a much higher variability of the data traffic injected into the network.

Yet, despite it is widely accepted that the IP best effort paradigm is inadequate for the development of an effective multi-service next generation Internet built on sound commercial principles, the take up of QoS architectures (e.g., IntServ and DiffServ) has been deceiving with a very limited deployment. A self-managing network architecture, on which the management system delegates to the network control plane part of his tasks, is the key to cope with both the increasing traffic dynamism and the need for cost-effective solutions. The fundamental building blocks on top of which such an architecture can be built are represented by traffic classification, measurement and analysis: different actions have to be triggered depending on the type of traffic by a measurement-based decision process, aimed at counter the phenomenon that triggered the reaction in the first place. Generally speaking, decisions can be based on past snapshots of the system status, or may forecast the likely system evolution as well.

In this paper, we focus on the evaluation of supervised forecast techniques based on Support Vector Machines (SVM), a set of related methods for classification and regression, introduced in the early nineties [1], that are grounded in the framework of statistical learning theory. Basically, SVMs use training data to build a forecast model which works well in many learning situations because it generalizes to unseen data and is amenable to continuous and adaptive on-line learning, an extremely desirable property in network environments. Initially bound to the optical character recognition context, the use of SVMs rapidly spread to other fields, including time series prediction [2] and, more recently, networking [3], [4].

Motivated by such encouraging results, we focus for the time being on link load forecast based only on past measurements, which is known as “embedded process” [2]. This problem is of great interest in networking for both capacity planning and self-management application (e.g., as bandwidth provisioning, admission control, backpressure mechanism). Though the SVM approach is well fit to longer time-scales as well, which are more of a concern for capacity planning, in this paper we focus on the estimation of load variation at short time scales, envisaging thus the self-management as context for its application. Adopting a hands-on approach to the SVM regression, we evaluate the effectiveness of SVM for link load forecast by exploring a rather extensive parameter space. Our aim is twofold: first, we want to evaluate the SVM accuracy and robustness and, second, we want to provide useful insights on the tuning of the SVM parameters, an aspect not always clear in previous work. Our results show that SVM based models are rather robust to parameter variation, which constitutes an undoubted positive aspect. However, despite a good accordance with the actual data, the gain over simple estimation technique is not entirely satisfactory: thus, the question which we try to answer is what can be done to ameliorate the performance of SVM in this context.

II. RELATED WORK

Most of the work related to network load forecast is based on the analysis of time series properties. On this context, a number of very different models [5], [6], [7] have been proposed, ranging from very simple to very complex ones. However, the majority of these approaches relies on specific assumptions and underlying models for the network traffic (e.g., they are tailored to capture Long Range Dependence (LRD) [8] at short and long timescales, etc.). A first drawback is that such models will no longer be applicable if the assumption no longer holds (e.g., considering other timescales). A second drawback is that such models usually rely, beside
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fitting on the actual data, on the precise estimation of some traffic parameters, whose computation can be a very intensive and delicate task (e.g., Hurst parameter of the arrival time series).

Rather, as in [9], [10], we prefer to focus on techniques that, avoiding to make any assumptions on the phenomenon under observation, allow for intrinsically more robust and flexible prediction. A simple local Gaussian predictor is provided in [9] as a core tool to guide the bandwidth provisioning in the hose model: interestingly, the model is able (but not forced) to embed assumptions on the LRD properties of the traffic, by an appropriate tuning of the parameters. TCP throughput prediction is the object of [10], where authors compare formula-based versus history-based prediction schemes, showing that even simple moving-average models are able to yield satisfactory results.

The technique considered in this paper fall into the SVM regression class [11]. Partly due to its relatively small existence, the network research community has only very recently [3], [4] started to grasp SVM huge potential. TCP throughput prediction on a given path is the object of [3]; authors show that in realistic scenarios, using active probes to collect the necessary “features” (such as queue size and available bandwidth), the use of SVM can bring a 60% improvement over standard technique (predictions error lower than 10% nearly 50% of the times) with a much lower impact on end-to-end paths. Authors in [4] focus instead on the prediction of the latency toward an unknown IP address, based on the latency knowledge toward other IP addresses: SVM regression on a large randomly collected data set of 30,000 (IP,latency) couples, yield a mean prediction error of 30 ms (25 ms) using only 6% (20%) of the samples for training.

In the context of SVM regression, the problem of forecast of future values of a series based only on previous observation of the same phenomenon is done through an “embedding process” [2]. However, its application has usually targeted domains other than the networking context, and the series that SVM has been fed with up to now are very much different from those representing the packet arrival process at a router queue: thus, our aim is to test whether SVM can prove to be a useful tool also for link load forecast.

III. SUPPORT VECTOR MACHINES

A. Overview

Suppose that we are given a training set \( \{(x_1, y_1), \ldots, (x_S, y_S)\} \subseteq \mathbb{R}^d \times \mathbb{R} \), where \( S \) is the training set size and \( \mathbb{R}^d \) is the space of the input features \( x_i \) and \( y_i \) is the phenomenon under investigation. In \( \epsilon \)-SV regression [12] the goal is to find a function \( f(x) \) whose deviation from each target \( y_i \) is at most \( \epsilon \), and at the same time, is as “flat” as possible. For the sake of clarity, we first consider the linear case i.e. \( f : \mathbb{R}^d \rightarrow \mathbb{R} \)

\[
f(x) = \langle w, x \rangle + b, \quad \text{with} \quad x \in \mathbb{R}^d, b \in \mathbb{R} \tag{1}
\]

where \( \langle \cdot, \cdot \rangle \) denote the dot product in \( \mathbb{R}^d \). Flatness in the case of (1) can be ensured by minimizing the norm \( \|w\|^2 \) leading to the following convex optimization problem:

\[
\min \frac{1}{2}\|w\|^2 + C \sum_{i=1}^{S} (\xi_i + \xi_i^*) \tag{2}
\]

s.t. \[
\begin{align*}
y_i - \langle w, x_i \rangle - b &\leq \epsilon + \xi_i^* \\
\langle w, x_i \rangle + b - y_i &\leq \epsilon + \xi_i \\
\xi_i, \xi_i^* &\geq 0
\end{align*}
\]

In the above formulation, slack variables \( \xi_i + \xi_i^* \) are included to cope with otherwise infeasible constraint of the optimization problem, whereas the constant \( C > 0 \) determines the trade off between the flatness of \( f \) and deviations from the target greater than \( \epsilon \). This formulation is equivalent to using the \( \epsilon \)-insensitive loss function (3) in the theory of error risk minimization with regularization:

\[
L(\xi) = \begin{cases} 
0, & \text{if } |\xi| \leq \epsilon \\
|\xi| - \epsilon, & \text{otherwise}
\end{cases} \tag{3}
\]

Thus, a first SVM predictor is rooted in the risk minimization theory [12] – where, given an i.i.d. training set, the aim is to find a function \( f \) that minimizes an empirical risk based on a loss function. Moreover, we stress that the SVM problem can be seen as an extension of more traditional regression techniques: for instance, when \( L(\xi) = |\xi|^2 \) is used as loss function, then we fall into the case of a minimum square error regression problem.

B. Support Vectors

The training problem (2) can be solved more easily in its dual formulation, obtained by constructing a Lagrange function from the objective and the constraints: indeed, the dual formulation yield a quadratic optimization problem with a unique solution, thus avoiding the local minimum problem. The solution of (2) yield to a model which can be used to forecast future values. The function \( f(x) \) can be written as a linear combination of the training data, the Lagrange multipliers \( \alpha_i, \alpha_i^* \), and a constant term \( b \) whose computation stems from the Karush-Kuhn-Tucker (KKT) condition:

\[
f(x) = \sum_{i=1}^{n} (\alpha_i - \alpha_i^*) (x_i, x) + b \tag{4}
\]

The Lagrange multipliers verifies the constraints \( \sum_{i=1}^{n} (\alpha_i - \alpha_i^*) = 0 \) and \( \alpha_i, \alpha_i^* \in [0, C] \). The KKT conditions also implies that if \( \alpha_i, \alpha_i^* \neq C \) and \( |f(x_i) - y_i| < \epsilon \), then \( \alpha_i, \alpha_i^* \) must be zero. Intuitively, as errors lower than \( \epsilon \) are tolerated, training-data lying inside the so called “\( \epsilon \)-tube” will not contribute to the problem solution (nor to its cost). In other words, not all \( x_i \) are needed to calculate \( f(x) \), but only the \( S_V < S \) training points \( x_i \) whose \( \alpha_i, \alpha_i^* \neq 0 \), which are referred to as support vectors.

C. Kernel Trick

The dual formulation also provides the key to its non linear extension, which is a second very important peculiarity of SVM, by means of the so called “kernel trick” [13]. The idea is to map the input data into a higher-dimensional space \( \mathcal{F} \) by a function \( \phi : \mathbb{R}^d \rightarrow \mathcal{F} \). Then, a linear regression
in this new space $\mathcal{F}$ is equivalent to a non-linear regression in the original space. Observing that $(x, x') = \langle \phi(x), \phi(x') \rangle$ and that the SVR algorithm only depends on the dot product between the data, it is sufficient to know how to compute the function $k(x, x') = \langle \phi(x), \phi(x') \rangle$ rather than knowing the mapping function $\phi(x)$ explicitly. More formally, a function $k(x, x')$ is called a kernel if it corresponds to a dot product in some feature space $\mathcal{F}$. By restating the optimization problem in terms of the kernel, it follows that the function $f$ can be written as:

$$f(x) = \sum_{i=1}^{S_v} (\alpha_i - \alpha_i^*) k(x_i, x) + b$$

(5)

Interestingly, it can be shown [14] that using a linear kernel is equivalent to perform an ARMA regression [5], with the advantages of a simpler fitting procedure and robustness in presence of outliers. In this work, we use a radial basis kernel (to which corresponds an infinite dimensional mapping space), due to the good performance shown in both the specific time series prediction [14] and more general network [3], [4] contexts:

$$k(x, x') = e^{-\gamma \|x-x'\|^2}$$

(6)

D. Time series prediction

In the context of SVM regression, there is no a priori restriction on the type and number of features. There is, however, one special case: whenever future values of a phenomenon are to be predicted based only on past observation of the same phenomenon. More formally, we select the SVM features as done in the embedding process [2] context:

$$\{\lambda(t), \lambda(t-\tau), \ldots, \lambda(t-(d-1)\tau)\}$$

(7)

For what concerns our link load forecast application, $\lambda(t)$ represents the average traffic load measured in the time interval $[t-\tau, t)$. More on details, we quantize the time in multiples of $\tau$: denoting for the ease of notation by $\lambda(t) = \lambda(k\tau) = \lambda_k$ the average traffic load measured in the time interval $[(k-1)\tau, k\tau)$, the features (7) take the form:

$$\{\lambda_k, \lambda_{k-1}, \ldots, \lambda_{k-(d-1)}\}$$

(8)

In general terms, $\tau$ can be though as the timescale of the observation, the dimension $d$ as the minimum number of state variables required to describe the system and their product $d\tau$ as the average system memory length.

Usually the above parameters are obtained by running (computationally intensive) geometric heuristics on input data. Indeed, our aim being to build a robust engine for the estimation of traffic load on arbitrary timescales, we would rather have no constraint on the selection of the operation point $(d, \tau)$ – or at least on the operation timescale $\tau$. Therefore, we prefer to cross-check the impact of the embedding parameters choice a posteriori, based on the empirical results of the regression, rather than developing an ad-hoc methods to extract them from the data we consider: as a side effect of this choice, we will extend the empirical evaluation of the SVM engine robustness to a wider range of parameters.

IV. EXPERIMENTAL RESULTS

SVM embedded process regression is affected by many parameters, pertaining to two different semantic areas: a first set is related to the SVM regression:

- the training size $S$ and the smoothing factor $C$ of (2);
- the tolerance $\epsilon$ of the loss function (3);
- the parameter $\gamma$ of the kernel function (6);

whereas the second set is related to the embedded process:

- the timescale $\tau$ and dimension $d$ of (7);

However, prior to inspect the impact of the above parameters in the effectiveness of SVM for link load forecast, we need to provide details on the input data, and to overview the unsupervised forecast methods that we compare SVM with.

A. History-Based Forecast Methods

The one-step d-order Moving Average (d-MA) predictor can be defined as:

$$\hat{x}_{i+1} = \frac{1}{d} \sum_{k=i-d+1}^{i} x_k$$

(9)

as a general remark, if $n$ is too small the predictor cannot smooth out the noise in the underlying measurements, whereas a too large value of $n$ makes it slow to adapt to non-stationary properties of the data. The predictor (9) is the simplest among the unsupervised forecast methods. Yet, in a slightly different context, [10] shown that, despite its simplicity, d-MA it is able to provide accurate results provided that it copes with the two major error sources: Level-Shift and Outliers. We implement the LSO heuristics as in [10], to which we refer the reader for further details, and denote with d-LSO the corresponding predictor: basically, outliers are just ignored, whereas the detection of level-shift triggers a filter restart.

It can be argued that the extreme simplicity of d-LSO will unfairly bias the comparison. However, we believe that a more thorough comparison with other, more sophisticated, forecast techniques will be necessary only whether the SVM engine is able to provide a significant improvement over simple techniques, so to justify the burden of its deployment.

Moreover, we point out that we deliberately avoid comparison with other, more sophisticated, unsupervised predictor such as the Local Gaussian Predictor (LGP) of [9], as we experimentally verified that in the short timescales considered in this paper they systematically overestimate the incoming traffic rate. While in some application this is actually a desirable feature (e.g., as in VPN bandwidth provisioning, where over-provisioning translate in fewer losses and thus in a greater service QoS), in many other context it is not (e.g., when admission control is performed, over-estimating the incoming load unjustifiably increases the flow reject ratio).

For the time being, out aim is thus to evaluate the accuracy of the prediction, without introducing any a priori “preference” toward a specific type of error (i.e., over- or under-estimation), as this would implicitly mean to focus on a specific application (i.e., bandwidth provisioning and admission control respectively).
B. Input Data

To benchmark the effectiveness of the SVM for traffic load forecast, we collect the traffic at the POP of a major Italian ISP. This dataset is very peculiar, since it refers to an innovative ISP which is providing end users (residential, SOHO or large companies) with data, voice and video over IP by means of either an ADSL or a FTTH link (no PSTN link is offered). Traffic is therefore composed of data transfers over TCP, VoIP and VideoIP traffic over RTP/UDP. Moreover, as users make extensive use of P2P applications, VPN services, etc., the resulting traffic mix is therefore very heterogeneous. We sniffed a one-day long trace on Monday the 15th of May 2007, and consider a single traffic direction. We then extracted several $N=10000$ second long (about 2h45) subsets of the trace: here, we report results referring to a daily-busy subset and nightly-idle periods. In the daily subset (D), average link load is 122.5 Mbps whereas in the nightly subset (N), average load was 65.4 Mbps. For each subset, we consider different timescales $\tau_i = 2^i$ ms with $i \in [0,10]$, and for the sake of brevity, in the description we approximate $\tau_{10} = 1024$ ms with $\tau = 1$ s. We then compute the average arrival rate, building $N$ elements long datasets: details relative to the mean and standard deviation of the load at different timescales are reported in Tab. I for even values of $i$: it can be clearly seen that the lower the timescale, the higher the load variance. The partitioning criterion for different timescales is depicted in Fig. 1: the subset for the (k-1)-th timescale corresponds to the central portion of the k-th one.

The daily and nightly datasets present an interesting difference. Fig. 2 depicts the autocorrelation function of the load at timescale $\tau = 1$ s: the peak of the busy trace exhibit a periodic fluctuation on the range of 5 s (and multiples of 5 s) which is absent in the nightly trace. Clearly, this dependence will affect any 5-lag samples when $\tau = 1$ s (i.e., $\lambda_k$ and $\lambda_{k-5}$) and more generally any two samples that are 5$\tau_i$ seconds apart.

C. SVM Parameter Tuning

To tune the performance of the SVM, we start by selecting the combination $(C^*, \epsilon^*, \gamma^*)$ of SVM parameters that minimize the root square mean error (RSME) of the prediction, which assess the quality of the estimator in terms of its variation and unbiasedness, where $\text{RMSE} = \sqrt{\frac{1}{2} \sum_{i=1}^{n}(y_i - \hat{y}_i)^2}/n$. Results shown in this section were gathered using the JMySVM implementation of the Rapidminer tool [15].

Fixing $d = 5$ and $\tau = 1$ s, we selected 20% of the dataset at random for training the SVM, and tested the prediction accuracy for the remaining 80% of the set. We sampled 10 values for each of the SVM parameters, for a total of 1000 combinations. To select the boundary of the parameter space to be explored, we apply the following reasoning. A prescription for the regularization parameter $C$ follows from (5): if we consider that, $|\alpha_i - \alpha^*| \leq C$ and $|k(x_i, x_j)| \leq 1$, we have that $|f(x)| \leq S_V C$, which yield to $C \leq |f(x)|/S_V$. For $|f(x)|$ a reasonable choice is $\max(|y_i + 3\sigma_y|, |y_i - 3\sigma_y|)$ (to avoid outliers influence), since the number of support vector cannot be known a priori we consider the boundary cases where either i) all training data are support vectors $S_V = S$, or ii) only a single data point is a support vector $S_V = 1$. About $\epsilon$, it is suggested in [16] that it should be proportional to the input noise level: however, as the definition of link load “noise” is questionable, we are forced to resort to an empirical choice – and we proceed similarly for $\gamma$.

The grid optimization process for the busy trace, which yielded to a minimum RMSE=5.88 when $(C^*, \epsilon^*, \gamma^*) = (30, 5, 0.05)$, is depicted in Fig. 3. The picture show the whole $(C, \epsilon, \gamma)$ parameter set explored, conditioning over each of the three parameters. For the sake of clarity, let consider the leftmost plot of Fig. 3, whose x-axis represent the $C$ parameter values. Each point in the plot represent a single experiment, and for any value of the $C$ parameter on the x-axis, 100 points
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Fig. 1. Subset choice at different timescales (daily dataset)

Fig. 2. Autocorrelation function of the Daily and Nightly trace datasets
are plotted that correspond to the 100 combination of the other two parameters $\epsilon$ and $\gamma$. The plot also reports some reference lines: the vertical thin line refers to the best value $C^*$; the dotted thick line represents, for any given $C$, the average of the RMSE achieved for the 100 possible combination of $\epsilon$ and $\gamma$; the solid thick line refers instead to the RMSE achieved as a function of $C$ when the other parameters are set to their best values (i.e., $\epsilon^*$ and $\gamma^*$). From the Fig. 3, it can be gathered respectively that i) as the RMSE is convex in $C$, the value of $C$ should be neither too big nor too small, ii) the prediction error exhibit a (roughly exponential) increase with $\gamma$ value, and iii) that the impact of $\epsilon$ is less significant with respect to $C$ and $\gamma$. A similar operation on the nightly trace yielded to a different best combination of parameters, namely (25, 0.1, 0.01), that we will therefore use for the nightly subset. At the same time, the daily parameters ($C^*$, $\epsilon^*$, $\gamma^*$) ranked 50th in the night trace, with an RMSE increase of 4%; thus, even in extremely different load conditions, the SVM prediction is rather robust to the parameter choice.

Next, we explore the impact of the training set size on the accuracy of the prediction. For different sizes $S$ of the training set, we perform the so-called “cross validation”: we build a training set with randomly chosen $S$ data within the $N$ dataset samples, and evaluate the prediction accuracy over the remaining $N - S$ samples. The process is repeated $S$ times for each value of $S$, changing the training and evaluation set every time, and RMSE results are reported in Fig. 4 as a function of the training size $S$ (top x-axis) and ratio $S/N$ (bottom x-axis). Three regions are clearly distinguishable: whenever the number of samples is exiguous, the SVM is under-trained and prediction error is large; afterwards, SVM rapidly learns and the error quickly drops until the SVM is over-trained and the error slightly increases. In our situation, in the learning zone $S/N \in [1/16, 1/4]$ the RMSE stays constant, and no further learning improvement is observed for $S > 625$. This is symptomatic of a situation in which the SVM is not effectively learning the structure of the time series: intuitively, what happens is that a few samples are enough (provided that they span the range of values achieved by the time series) to learn the series average. Moreover, as the contribution of the $b$ term of (5) is prominent and very close to the average of the time series, the support vector contribution is not as significant as it should be in a proper learning situation: the prediction will then fluctuate around the average, much as in the case of a simple moving average – thus, we cannot unfortunately expect significant accuracy improvements over $d$-MA. This is also reflected in the number of support vectors, which is always very close to the training size $S_V \approx S$. Its clear that the number of $S_V$ decreases if the parameter $\epsilon$ increases and this can be done without much cost in the RMSE. This fact also affect the forecast complexity, as the number of computations that have to be performed for each forecast operation depends on the number of support vectors.

D. Embedded Parameter Impact

In this section, we explore the impact of the embedding parameters $d$ and $\tau$ in the prediction accuracy of SVM versus $d$-MA. As a first remark, results are different, though quantitatively very close: in other words, SVM does not exhibit a significant improvement over $d$-MA. Nevertheless, let us investigate more closely the impact of the number $d$ of previous samples, which is depicted in Fig. 5 for both nightly (right) and daily (left) periods at the $\tau = 1$ s timescale. Considering the nightly period, it can be seen that, the knowledge of a few elements is useful for the $d$-MA prediction, as long as the number of previous observation is small; indeed, when $d > 5$ the $d$-MA filter is averaging not useful information worsening its accuracy. At the same time, while the $d$-LSO limit the error for high values of $d$, it may actually worsen the accuracy at low values of $d$ (and is furthermore sensitive to its parameter tuning). Conversely, the SVM is naturally robust even to unreasonable choices of $d$, which means that the SVM its unable to learn from the new features but also that this new features does not degrade its performance. In the daily period case the $d$-MA resents much of the periodical fluctuation: intuitively, the error is minimum whenever the forecast is exactly a multiple of the periodical lag (indeed, for $d = 5$ samples, two of them thus 2/5 are correlated, while
for \( d = 6 \) only 2/6 are correlated, and so on) and grows in between two multiples. Interestingly, the LSO heuristic is not helpful in this case (as in this case the periodic fluctuation may be seen as a level shift and thus disregarded), while the robustness of SVM is preserved. Finally, setting \( d = 5 \) (thus, the best case for the \( d \)-MA filter but not for the SVM), we investigate whether SVM forecast bring any improvement at short time-scales. Fig. 6 depicts the prediction RMSE as a function of \( \tau \) for the nightly period only: behavior of both predictors is similar, with short time scales constituting a stiffer scenario, as it can be expected in reason of the much higher traffic variability shown early Tab. I. The picture also report the RMSE difference of the two forecast techniques, from which it can be gathered that at shorter time-scales, SVM brings about a 10% improvement over \( d \)-MA.

V. DISCUSSION AND CONCLUSION

This paper is the first to explore the SVM regression mechanism for the purpose of link load forecast: using a hands-on approach, we tuned the SVM performance, comparing them with those of a simple moving average based technique. Our result shown that SVM based models are rather robust of SVM to parameter variation, which constitutes an undoubted positive aspect. At the same time, the gain over simple prediction methods is not enough to justify its deployment for link load prediction at short time scales. It is our belief that this work constitute a starting point for further investigation, whose directions are highlighted in the following. First, the gathered results raise a question about what can be done to ameliorate the performance of SVM at short time scales. Undoubtedly, the features considered by the embedded process regression alone, cannot provide the needed accuracy that SVM need in order to challenge more reliable methods such as [6], [7]. An open issue is whether and what manipulation of the time series (e.g., such as differenciation) can bring some enhancement, and also what are the additional features that could be worth feeding the SVM with (e.g., statistical properties of the time series, the number of active flows, the load breakdown by transport layer protocols, etc.). Another open issue is whether the use of other kernels (e.g., multilineal or other that can take into account the characteristics of the time series) could also ameliorate the SVM accuracy. Also, provided that SVM performance were good enough to justify its use, the knowledge of the forecast confidence interval would be extremely useful. As final remark, we point out that SVM may be more suitable for longer timescale: indeed, considering, e.g., time-of-day and day-of-week features it should be surprisingly easy to forecast periodic load fluctuations (e.g., lunch breaks and week-ends).
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